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1. (a) Question on sampling from simple distributions

Describe how one can use the transformation method, also called probability integral transform method, to derive samples from the Cauchy distribution given by

\[ f(z) = \frac{1}{\pi} \frac{1}{1 + z^2} \]

starting from samples from the uniform distribution U[0,1].

(Hint: transform \( z = \tan y \).)

[8 marks]

(b) Describe three methods to reduce the Monte-Carlo variance of a Monte-Carlo estimate of some function \( f(x) \).

[12 marks]

(c) In figure 1 a posterior pdf is given. Explain how you would implement the Gibbs sampler for this problem.

Figure 1

[8 marks]
Question 1 continued.

(c) Assume the target pdf is given by figure 2. Discuss if the Gibbs sampler can be used to explore this density. Do the same for the density displayed in figure 3.

[8 marks]
2.

(a) Consider a Markov chain in a 2-dimensional system with transition matrix

\[ P = \begin{pmatrix} 1-p & r \\ s & 1-q \end{pmatrix} \]

Find conditions on p, q, r and s such that this is a proper transition matrix. Use these to eliminate r and s.

Find the stationary or equilibrium distribution \( \pi \) in terms of p and q.

Does detailed balance hold?

Is the stationary distribution also the limiting distribution for all values of p and q? [10 marks]

(b) Show that performing the transition matrix \( m \) times gives:

\[ P^m = \frac{1}{p+q} \begin{pmatrix} q & p \\ q & p \end{pmatrix} + \frac{\lambda^m}{p+q} \begin{pmatrix} p & -p \\ -q & q \end{pmatrix} \]

in which \( \lambda = 1-p-q \).

(Hint: Show this for \( m=1 \), and then use induction.) [8 marks]

(c) Show that if we want

\[ |\Pr(x^{(m)} = i \mid x^{(0)} = j) - \pi_i)| \leq \varepsilon \]

for \( i,j = 0,1 \), so we want the transition to be within \( \varepsilon \) from its limiting value, then

\[ m \geq \frac{\log \frac{(p+q)\varepsilon}{\max(p,q)}}{\log |\hat{\lambda}|} \]

(Hint: Note that the first term in the expression for \( P^m \) is build up from the elements of the stationary distribution \( \pi \), so concentrate on the second term.)

What does this tell you about the burn-in period? [10 marks]

Question 2 continues overleaf
(d) Explain how you would implement a Metropolis-Hastings algorithm using the knowledge gained in 2(c). Discuss ways to accelerate the convergence of the algorithm.

[8 marks]
3. 

(a) Explain why sequential importance sampling (the standard particle filter) needs a large number of particles when the number of independent observations is large. How can resampling reduce the number of particles needed? Explain one resampling method. 

[10 marks]

(b) Explain how a proposal density can be used in Particle filtering to increase the efficiency of the particles. 

[10 marks]

(c) In the Ensemble Kalman Filter localisation is used in large dimensional systems. Give two reasons for localisation. Why does direct localisation lead to problems in a particle filter? What would you do to reduce (or eliminate) the problem? 

[8 marks]

End of question paper