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Abstract

Concern about future changes in the carbon cycle have pigktl the importance of a dy-
namic representation of the carbon cycle in models, yetithgssnot been fully assessed. In this

thesis, we investigate the dynamic carbon cycle model deduwvithin the Hadley Centre’s model.

In order to understand the behaviour of the vegetation mad@inplified model, describing the
behaviour of a single plant functional type is derived. Thdits of the simplified model to
simulate vegetation dynamics is validated against the etiaof the full complexity model.

The dynamical properties of the simplified model are therstigated.

To further investigate the dynamic response of vegetaio30 year climate model simulation
of terrestrial vegetation re-growth from global desert basn performed. Vegetation is shown to
introduce large time lags in land surface properties. Tdnigd memory in the terrestrial carbon
cycle is an important result for GCM simulations. The laligesiscale also affects the response of
existing vegetation to climatic forcings. The behaviouttaf land surface in terms of source-sink
transitions of atmospheric GQs discussed. It is found that the transitions between soand

sink of CO, are dependant on the vegetation timescales.

The response of the atmosphere during the re-growth expetiimthen investigated. It is shown
that the atmosphere varies substantially in response teetietation perturbation. These changes
in climate are then shown to alter the re-growth of vegetatidlajor impacts are demonstrated
for forest regions. Using an offline land surface model ithieven that changes in climatology
slow the re-growth of vegetation, resulting in a timescalerécovery that is much longer than
expected under a constant climatology. Land-climate faekibare sufficient to greatly increase

the timescale.
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CHAPTER 1

Review of Background Theory

1.1 Introduction

In this chapter theory relevant to this thesis is reviewetie importance of the global carbon
cycle is discussed within a wider climatological contexghighting the importance of the land
surface in the climate. Methods for modelling the globaidstrial carbon cycle are also reviewed,
covering ecological and climatological topics. Whilststthesis does not aim to investigate either
paleoclimate or modern climate change, a review of relesantponents of both is necessary to

understand the terrestrial carbon cycle.

1.2 The Carbon cycle

1.2.1 Carbon Cycle introduction

The carbon cycle is an important part of the climate systemthé atmosphere, carbon in the
form of CQO, alters the radiative budget. Changes in the amount of castuwad in the terrestrial
carbon cycle alters the atmospheric carbon budget, andatedeto how much vegetation is
available for consumption. The amount of carbon stored etthrestrial carbon cycle also
indirectly influences the physical properties of the landase as carbon storage implies the
presence of vegetation, which alter the land surface ptiegerAnother store of carbon is in the
ocean. Some of the carbon in oceans is incorporated intcnenatants and forms the primary
trophic level in the ocean ecosystem. Figure 1.1 summattigepresent-day global scale carbon
cycle pools, and the fluxes between them. We depend on thercaytele for our environment,
food, building materials and fuel. We are even carbon-basgdelves; and to this vast network

of interconnections we are making serious changes. Carlmnopsly stored in the Earth as
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coal, oil, and natural gas are being extracted and rapidécted into the atmosphere. This is
pushing atmospheric carbon content to levels higher thamwattime in the previous 420,000
years (Petiet al. (1999)). Changes to the land surface properties througbrekghtion and the
spread of urban regions also results in the degradationasystems and returns carbon to the
atmosphered.g. Prentice (2001)). We also posses the potential to affecrocecosystems(g.

Boyd et al. (2000)).
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Figure 1.1 Overview of the natural Carbon cycle. Carbon is stored indhean, the land surface
and the atmosphere, and is redistributed within the carbariecdepending on physical processes
such as weathering. Carbon is removed from these three ngsbols into geological reservoirs
of carbon, and re-enters the carbon cycle through vulcarasmh weathering. Reproduced from
Prentice (2001). Carbon pool contents are presented in Plges are in PgC year', and are
estimated for 1980.

Carbon exists in many different forms in the climate systémthe atmosphere carbon dioxide,
CO,, is the most abundant carbon compound. In the oceans caxigta either as dissolved

inorganic carbon, or as part of the ocean biology. In theestrial carbon cycle, carbon exists
mainly as carbohydrates produced by vegetation, and aercatbred in the soils. Carbon stored

in these three pools makes up the 'fast’ carbon cycle. On nhher timescales, vulcanism




Chapter 1 Background Theory

increases the amount of carbon and weathering of silicatggces it. Figure 1.1 shows the
amount of carbon stored in the various carbon cycle comgsenehhe focus of this thesis is
the fast carbon cycle, and from now on we will not explicithate 'fast’. It is the fast carbon
cycle components and its interaction with the rest of thetEgystem that will determine the

immediate magnitude of future climate change induced byralustrial activities.

1.2.2 Oceanic Carbon cycle

aa 8 a0
R T N S I NS = —
GPP NEP
L]
0 a5

. -
GO, + H O+ 00, &= 2HCO, autoirophic respiration 58

DIC in surfade water heterolrophic respiration 34
........................ -
[, Call, 07
01 el 3
thermacline T
100m ; o of :
sical .
42 3 mspnn soft tissue
axportof |
Catly 3 04 coastal
/@oﬁ/‘f‘/ P L e
etet :
11
i ‘
-l H
wsoeing e 9issoitrion Y
3,500 m aa T Ci§(203

Figure 1.2 The oceanic carbon cycle. GOs exchanged with the atmosphere. Carbon is ex-
changed between the inorganic carbon cycle and ocean hjol@arbon is removed from the
carbon cycle as sediment formation, though coastal sedsreme more dynamic. Reproduced
from Prentice (2001). Carbon pool amounts are in PgC, fluxesmPgC year!, and are esti-

mated for 1980

The ocean holds around 38,000 PgC at present ( 93 % of thecttiabn), much more than
either the terrestrial carbon pool (2000 PgC) or the atmaxspfir30 PgC), as illustrated in fig.

1.1. The majority of carbon enters the ocean from the atmaysphCQ dissolves more readily
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in cold waters. After CQ enters the oceans a fraction of it rapidly dissociates tmfoarbonate
(CO§*) and bicarbonate (HCD). These three molecules are the main dissolved inorganic
carbon molecules in the ocean (DIC). Only £© directly exchanged with the atmosphere. DIC
is advected around the ocean. The vertical transport of BIi€ferred to as the solubility pump.
Future changes in ocean circulation could result in chamgee solubility pump. Reactions 1.1

and 1.2 summarise the dissociation process.

COy+ H,O = H'+ HCO; (1.1)

HCO; = H'"+4CO3~ (1.2)

Reactions 1.1 and 1.2 are reversible and rapid, so the cwatiens of the three carbon molecules
quickly form a dynamical equilibriumi.e. the ratio of CQ :HCOg:CO%f is in equilibrium.
The pH of the water is a measure of the concentration of hyragns, which means that the
reaction rates of reactions 1.1 and 1.2, and hence the:B0O; :COZ~ ratio is linked to the pH
of the sea water. The pH therefore determines what fractigheototal DIC exists as dissolved

CO,, and controls the exchange of @@ith the atmosphere.

The vertical profile of DIC is also affected by ocean biologshich accounts for the rest of
the vertical gradients in oceanic carbon, and is referredstthe biological pumpe(g. Kump
et al. (1999) p. 136). Plankton is the main component of ocean @Wol®lankton is defined as
any drifting microscopic organisnme(g. Kump et al. (1999) pp. 135-136). It is useful to divide
plankton into two groups, plants (phytoplankton) and afsm{@ooplankton). Phytoplankton
combine dissolved Cg£and nutrients through photosynthesis into organic ma®eotosynthesis
is light limited and phytoplankton is limited to the uppemgi@ns of the ocean where light
penetrates (the euphotic zone). Phytoplankton respideonarwhich re-enters the inorganic
carbon cycle dutotrophic respiratioh When phytoplankton die, or defecate they produce
particular organic matter (POM) which gradually sinks ofittee euphotic zone. In the deep
ocean POM is remineralized, re-introducing dissolved, @@d nutrients. The liberated GO
and nutrients may then be eventually transferred back tcstinface. It is by the sinking of
POM that CQ is moved by the biological pump to lower levels. The othemftan group,
zooplankton, graze living phytoplankton, and POM. Zooktan also produce POM, and respire

(heterotrophic respiration The oceanic carbon cycle is illustrated in fig. 1.2.
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The oceanic carbon cycle is difficult to measure as the oceaffaéctively opaque, and satellite
observations are limited to observations of the surfaceliions. Satellite observations of the
ocean colour can be used to estimate phytoplankton abuadamhytoplankton reflects radiation
predominantly at green wavelengths (Sabins (1996)). @a8ens of sea surface temperature
and ocean surface winds may also be used to estimate oceaniation (Vonder Haar and
Kidder (1995)). Productivity in the euphotic zone may beneated directly by measuring the
amount of POM settling out of the euphotic zone. Matter isgttbn the ocean floor forms
sediment layers. Sediment cores can provide informatioprefious ocean productivity, and

ecosystem composition.

The size of the ocean carbon pool means that any mechaniempaithg to explain the
glacial-interglacial variations in atmospheric €@ust involve changes to the ocean carbon
cycle (Archeret al. (2000)). One mechanism, the iron hypothesis, is discuseegl HThe iron
hypothesis is included here to give a better understanditgpw the ocean carbon cycle could
possibly change, but also emphasises the importance ofitideslurface, and the importance of

considering the Earth system as a whole (Ridgwell (2002)).

Martin (1990) hypothesised that additional iron in the acefocean could enhance phytoplankton
activity, causing an increase in the biological pump anddacton in atmospheric CO The iron
hypothesis requires that phytoplankton photosynthesgsimarily limited by iron availability.
The iron fertilisation hypothesis is supported by artifici@eanic iron dumping experiments
which show a substantial increase in short-term photoggighwhen iron is dumped into the
ocean (Boycet al. (2000)). In the natural system iron reaches the surfacenaemineral aerosol
dust transported from the land surface. Ice core records] #g shows that mineral dust is most
abundant during peak glacial conditions. Mahowatdal. (1999) supports this interpretation
with simulations of dust deposition. Harriset al. (2001) discuss the interactions between the
dust cycle and climate further. Iron is thought to be esplgcianiting in the Southern Ocean
because of the small fraction of ice-free (dust source) lar@dses (Martin (1990), Ridgwell

(2003)). Watsoret al. (2000) estimate that this mechanism could have drawn aa égtippmv
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into the ocean at the last glacial maximum. The supply of tlugtte ocean is dependent on the
size of arid regions (sources of dust), and of the strengthaokportation of dust (Andersen and
Ditlevsen (1998)). Simulations of the extent of arid regi@t the last glacial maximum predict
expanded arid zoneg.@. Mahowaldet al. (1999)). Terrestrial vegetation is an important factor
in the determination of the arid zonesd. Charney (1975), Braconnet al. (1999)). Ridgwell
(2003) emphasises the importance of terrestrial vegetagiod the land surface in general, in the

iron hypothesis.

1.2.3 Atmosphere

Figure 1.1 shows that at present the atmosphere containgf 20te carbon in the carbon cycle.
In the atmosphere carbon is found largely as,COGQ, is chemically inert in the atmosphere and
changes in the atmospheric @@oncentration are the result of changes in the carbon cooten
terrestrial and oceanic carbon pools. There is a small ptaguterm from methane oxidation
but this is negligible except at times of 'catastrophic’ haie clathrate release (see Nisbet
(2002), Kennetet al. (2002)). CQ is well mixed in the atmosphere so that the concentration
at a given time can be approximated by a single value; howswasonal variations of GO

in some regions may exhibit intra-annual variability of treler of 15 ppmy, fig. 1.3(a). The

current concentration of CQs around 371 ppmv (15 ppmv is 4 % of this value; Prentice (2001

The main reason for interest in the carbon cycle is that 8@ greenhouse gas. This means that
longwave radiation emitted from the surface of the Earthbisogbed by CQ, and re-emitted.
Some of the re-emitted radiation is directed back towardsghrth, and this additional energy
maintains higher surface temperatures than without thenfpeuse gas. A simple mathematical
description of this process can be found in Hartmann (1992)26-27. This additional radiative
effect is applied uniformly over the surface of the Earthe doi the well mixed nature of CQO
The additional radiative forcing associated with an inseeaf CQ is not linear, because of the
large amounts of C®already in the atmosphere. Several expressions exist veaichbe used

to estimate the additional radiative forcing at the surfassociated with an increase in €O

The most common form is given by eqn. 1.3. The value of thetaom$n egn. 1.3 is the value

6
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presented in Ramaswangyal. (2001).
AF = 5.35In(C/C,) (1.3)

C is the atmospheric C{roncentration (ppmv). s the CGQ concentration at a reference level.

A F is the additional radiative forcing (W ). in is the natural logarithm.

The concentration of COin the atmosphere has been directly observed for severalddec
(e.g. Keeling et al. (1995)) and has consistently risen as a result of anthrapogamissions
(Prentice (2001)). Figure 1.3(a) presents the conceotratf CO, between 1973 and 2002. In
1998 the atmospheric G{Zoncentration was 365 ppmv, an increase of 87 ppmv since (préo

industrial), resulting in an additional radiative forciafyl.46 W n1 2 (Ramaswamgt al. (2001)).

The rate of increase in atmospheric £8 not constant. Figure 1.3(b) shows the smoothed
rate of change of CoObetween 1981 and 2001. Analysing the rates of change of @@ help
identify important mechanisms for the transfer of {é@tween the atmosphere and other parts of
the Earth system. The causes of the different rates of chafng@, vary, but CQ rates strongly
correlate with the El Nifio Southern Oscillation (ENS®@.g Keelinget al. (1995)). ENSO is a
climate oscillation in the tropical pacific, involving ogeand atmosphere processes, and is an
important mode of variability of the climate system. ENS@pesses equatorial upwelling of
carbon rich deep water (reducing the outgassing of)Cklbwever ENSO is also associated with
enhanced tropical land surface temperatures, which iserpkant and soil respiration (increasing
atmospheric CQ Joneset al. (2001)). The land surface effect dominates, and, G®els rise.
Joneset al. (2001) reproduce the ENSO dependency of,G@Bing a coupled climate-carbon
cycle model. Volcanic activity can also be an important naei$m in the rate of change of GO

(Jones and Cox (2001b)).

There is clear evidence that atmospheric.Cfas increased because of anthropogenic emissions
(Prentice (2001)), but COhas also changed naturally in the past. As,G©chemically inert
in the atmosphere these changes imply changes in the ottiemcaycle components. Samples

of permanent ice contain ancient air, and so provide recofgsmst atmospheric composition

7
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Figure 1.3 a) Observed C@ concentrations at the 4 NOAA CMDL baseline observato-
ries. b) Smoothed rate of change of global mean atmospheflg €ncentrations. Repro-
duced from the National Oceanic and Atmospheric Admirisina(NOAA), Climate Monitor-
ing and Diagnostics Laboratory (CMDL), Carbon Cycle Greenbe Gases Group website:
http://www.cmdl.noaa.gov/ccgg on 10/5/2003.

(Berneret al. (1980)). Ice cores can only be obtained from regions of paently frozen ice,
and most ice cores are taken either from Antarctica or Gagehl Past C® levels may also
be reconstructed from sources other than ice cores. Fdsgilata can, for example, be used

as a proxy for CQ levels (Beerling (1999)). Alternative methods of estimgtiCO, levels




Chapter 1 Background Theory

’>\ 300
I
Q 2501
e
o 200
(@)
O 1sof
—~ 800
>
Qo
Q. 600
& " ] oV
~ 400
T
o 200
o 5r
<
o
£ 0
I3
i -5
10
—_ 2r
E M
o
o
| M
E )\\/\M
>
a , ‘

1
50,000 100,000 150,000 200,000 250,000 300,000 350,000 400,000
Age (yr BP)

o

Figure 1.4 Variations in CQ, CH,, temperature, and deposited dust, as reconstructed frem th
Vostok ice core in Antarctica (Pett al. (1999)). Temperature reconstructions are from oxygen
18 isotope and deuterium records. Interglacial peaks (othan the present interglacial) have
been highlighted with vertical red lines. Maximums in Cahd CG, correspond to maximums in
reconstructed temperature (interglacials). Maximumsiedeposited dust correspond to periods

of glacial maximum. The impact of increased dust depositialiscussed in section 1.2.2.

provide independent validation of the ice core records.uféidl.4 shows levels of GOCH, ,
reconstructed air temperature and dust levels over 4 ¢limtéaglacial cycles (420,000 years)
from the Vostok ice core (reproduced from Petigal. (1999)). During the past glacial-interglacial
cycles CQ variations (fig. 1.4) produced half the changes in radiafireing (Archeret al.
(2000)), implying that feedbacks are important and thatgllaeial cycles are not solely caused
by the variability of the solar output referred to as the MKavitch cycles (see Hartmann (1994),
pp. 300-312). Both C®and CH, correlate well with the reconstructed temperature records
The challenge of simulating glacial-interglacial cyclesGO, is still unsolved and remains a
major focus of current research (Archetr al. (2000)). Despite the fact that GQevels have
fluctuated in the past, fig. 1.4 shows that the current level©f (365 ppmv) is greater than
during the previous 420,000 years. Because, @chemically inert in the atmosphere the

glacial-interglacial cycles in COimply variations in the oceanic and terrestrial carbon eyske
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Indermuhleet al. (1999)).

1.2.4 Photosynthesis

Photosynthesis forms the main link between the atmospheadcterrestrial carbon cycles, as is
illustrated in fig. 1.5. Vegetation photosynthesis draw€®@, from the atmosphere, forming
carbohydrate and oxygen. Photosynthesis is dependenteoentlironmental conditions of the

leaf, and the availability of raw materials.

Photosynthesis Photorespiration
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Figure 1.5 The terrestrial carbon pool. Carbon enters the terrestigatbon pool through photo-
synthesis. It is then cycled between vegetation, animatsilge soil. Reproduced from Prentice

(2001). Carbon pool amounts are in PgC, fluxes are in PgC yeaand are estimated for 1980.

Exchanges between the leaf interior and the atmospherglage through small openings in the

leaf surface called stomata. Figure 1.6(a) is an image ajraath. Figure 1.6(b) illustrates how
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Figure 1.6 a) Image of a stomata. The typical dimensions of a stomata3fren by 2:.m.
The width of a particular stomatal opening varies in resphg environmental conditions. b)
schematic of transfer processes associated with the storBatth figures were reproduced from

Oke (1987), p. 114.

moisture and C@are exchanged with the atmosphere. Exchange between lgaftimosphere

is regulated by the guard cells, situated at the neck of thmadial cavity. The guard cells vary
the size of the stomatal opening, which is necessary whémsisture is limited (in which case

the stomatal opening is reduced, limiting the loss of moésftom the plant). The loss of water
through stomata establishes a humidity potential diffeeedrawing water and nutrients into the
plant from the surrounding soil. As well as moisture beingt, |G, enters through the stomata
and so the stomata opening size regulates the amount ga@&lable for photosynthesis. The
transpiration of moisture through the stomata is also aroiapt mechanism for cooling the

leaves (Beerlinget al. (2001)).

The first stage in the photosynthesis reaction is the coiorersf CO, to carbohydrate. This
reaction requires the enzyme Rubisco (RuBP), and the amcemblecule Ribulose (Ru.
Rubisco and Ribulose also react with oxygen. One of the eaémroducts of this second
reaction is CQ (Mooney and Ehleringer (1997)). The balance between @Moval from the
atmospherephotosynthesjsand CQ production photorespiratiol is dependent on the internal
concentrations of oxygen and carbon dioxide. The balantvedes photosynthesis and photores-

piration is defined as the net primary production (NPP), anthé net amount of carbohydrate

11
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produced. In addition to this mechanism (referred to as @& ghotosynthesis) some plants
have evolved an additional mechanism involving the enzyhwsphoenolpyruvate carboxylase
(PEP). This mechanism increases internal,Gfncentrations near the RuBP/RuRaction
site, shifting the balance towards photosynthesis ratten photorespiration. Photosynthesis
using this additional mechanism is referred to as C4 typegsiyathesis. C4 plants are typically
grasses or crop plants, such as sugar cane (Krebs (2001) ${1029. The C4 mechanism
enables plants to photosynthesise in low atmospherig @&@ospheres, whereas C3 type plants
suffer reduced photosynthesis. The C4 mechanism is alsorteng in arid regions, where low
moisture availability restricts the stomatal opening. rEhis evidence that the C4 mechanism has
developed several times in the past in response to low atmedspCG, levels €.g. Mooney and

Ehleringer (1997) pp. 25-26).

The rate of enzyme activity in both C3 and C4 plants is in@dafr small increases in
temperature, and decreased for cooling, below an optimumpdeature. This introduces a
temperature dependency into the photosynthesis rea&idreme temperatures can also damage
plant structure. It has been shown that C3 type photosyistieegreater than C4 photosynthesis
for low temperatures, whilst for high temperatures the rewés true €.g. Ehleringer and Cerling
(2001), Cerlinget al. (1998)). The exact value of the predicted dominance relesgerature
depends on atmospheric @@oncentration (Ehleringer and Cerling (2001), p. 268).

Light is required to overcome the activation energy in themfation of the carbohydrate
molecule. Only photons with sufficient energy are able torowme the activation energy
barrier. The fraction of incoming solar radiation which iseegetic enough to take part in
the photosynthesis reaction (PAR) is around 45 % of the ftaal of photons (Monteith and
Unsworth (1990), p. 38). At low light levels photosynthesidimited by the availability of
photons (Mooney and Ehleringer (1997), pp. 4-5). Above ©@W nm? level, leaves are light
saturated and are insensitive to further increases. Somie ablar energy used to overcome the
activation energy is stored in the carbohydrate molecutadb (Hall and Rao (1994), pp. 1-2),

and this energy supports the global terrestrial ecosystdrarbivores, omnivores, and carnivores.

12




Chapter 1 Background Theory

Nutrients such as nitrogen and phosphorus are importanpaoemt elements of the Rubisco
enzyme. If the supply of nitrogen limits the production oftiaco then photosynthesis is itself
limited. The potential limit of a leaf photosynthesis,,.¥;, is strongly dependent on the leaf
nitrogen contentd.g. Dickinsonet al. (2002)). Plant nitrogen content is itself determined by

plant-soil interactions that are climate dependent, aadjtbbal cycling of nitrogen.

1.2.5 The Terrestrial Carbon cycle

This section discusses the main paths of carbon throughetiestrial carbon cycle after it
has been sequestered by photosynthesis. The terrestiimncaycle is illustrated by fig. 1.5.
After being incorporated into vegetation by photosynthesarbon may be released back to the
atmosphere by the burning of vegetation. When vegetatien, dir drops leaves, the carbon
remains on or in the soil, forming the detritus carbon podie Betritus carbon pool may release
carbon back to the atmosphere if burnt, may be ingested byadsi or broken down by soil
microbes. Soil microbes are micro organisms, usually b@ct&/hen carbon detritus is broken
down by soil microbes it forms soil organic carbon, SOC. ©@arim this form either dissolves in
soil water, is respired back to the atmosphere, or becomesg”icarbon. Inert carbon processes
are long term stores of carbon, and are poorly understoahtiee (2001)). As well as grazing
the detritus, animals may also consume living vegetatiohei\animals die their carbon content

enters the carbon cycle by adding to the detritus carbon padinals also respire COand CH, .

The break down of vegetation matter and dead animals by besreeturns vital nutrients to the
soil, where they can be re-used by vegetation. Dead leavets, rand stem matter are broken
down by soil microbe activity. Soil microbes are an integrait of the soil ecosystem and there
are many complexities and challenges associated with staaheting their behaviour (Killham
(1994), pp. 28-31). However it is usually assumed for modelarge scale that microbe activity

increases with increasing soil temperature and is limitedxXtreme drought and water logging.

Satellites can provide useful observations of the teiiegstarbon cycle. Vegetation has different
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reflective properties than soil and reflects less radiatian dry soil in the infrared band (Sabins
(1996)). By comparing land surface reflectance at the réd Vigavelength and the infrared band,
an estimate of vegetation abundance can be made. Estinfategatation amounts are given

in units of normalised difference vegetation index (NDMEmpirical relationships can then be
used to convert NDVI into leaf area index (LAI) and vegetat@arbon content, both of which

are usually predicted by global vegetation models. Whistdore records provide a means of
reconstructing past atmospheric conditions (Berner (J)99ther components of the carbon
cycle must be reconstructed from proxy records. For theseial carbon cycle these proxies
include fossil stomata (McElwain (1998)), ancient soils(Ber (1997)), and black carbon (a

proxy of fire history, see Schmidt and Noack (2000), Kuhlibug®998)).
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Figure 1.7 Long term estimates of atmospheric £derived from geological data. The significant
decrease in atmospheric G@fter 400 millions of years before present (Myr BP) coinsigéth

the colonisation of land by vascular plants. Red bars repne€G, estimates from ancient soils
(paleosols). The continuous line is the estimates from plsimodel (Berner (1991)). The height
of the paleosol estimate bars shows the uncertainty in tbengtructions. Modified from Berner

(1997).

Vegetation is also important on geological timescalesoBeplants colonised the land G@Was
approximately 6000 ppmv. Figure 1.7 shows that as plantsng®@d the land 400 million years

ago the weathering of rocks was enhanced, lowering [e@els (Berner (1997)).
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1.3 The simulation of global vegetation

The remainder of this thesis focusses on the terrestribboarycle, and so the rest of this chapter

will review this component only.

1.3.1 General Circulation Models

An atmospheric general circulation model (AGCM) is a comepunodel of the atmosphere
designed to predict atmospheric circulation by integoafiluid dynamic equations (McGuffie
and Henderson-Sellers (1997)). This allows GCMs to simutain-linear dynamics and to
investigate mechanisms too complex for simpler models alyéinal solution. GCMs routinely

include radiative and hydrological processes (McGuffie ldadderson-Sellers (1997)).

GCMs are typically run at up to three resolutions. When theMd€ used for global forecasts
of synoptic weather systems (1-10 days) the spatial résalig maximised for this length of
simulation given the available computing resources. Lomtjimatology studies (10-100 years)
are more computationally expensive and the GCM is run at &daesolution. The current
Met. Office weather forecast GCM runs at 0’88 0.56 with 38 vertical levels over the whole
surface of the Earth, whilst the climate GCM runs at 3.By 2.50°, with 19 vertical levels

(Gordonet al. (2000)). GCMs can also be run for sub-global regions. Redutie domain size
allows the model resolution to be increased. Using thisagugr the Met. Office regional GCM,
HadRM?2 is able to simulate climate over the UK at 50%krasolution, with 38 vertical levels

(Turnpennyet al. (2002)).

As well as simulating atmospheric circulation GCMs are afso with varyingly complex

representations of the land surface and oceanic proce§sm=an circulation can be simulated
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using similar techniques as for the atmospharean Ocean GCM (OGCM). The thermodynamic
effects of the surface ocean can also be represented in asimgoke ocean model, which calcu-
lates sea surface temperatures (SSTs) depending on theesriergy balance, prescribed heat
convergence, and the large thermal inertia of the mixed |I@eGuffie and Henderson-Sellers
(1997)). Atmosphere GCMs may also be run with prescribed sSSHhitially land surface
models calculated the energy balance of the land surfaterndi@ing surface fluxes between
the land surface and the atmosphere but without couplingdiffierent fluxes (Sellerst al.
(1997)). Coupling the land surface fluxes became importdr@namore realistic representations
of vegetation were included. In the 1980’s the importancE®f increases came to prominence
and it became necessary to model the effects of @®the surface energy balance (Selletrsl.
(1997)). This was achieved by coupling photosynthesis fsotethe stomatal conductance
(Sellerset al. (1997)). The importance of stomata on the fluxes of carbon rantture is
described in section 1.2.4. Vegetation structure wasalhjitprescribed. As computer simulations
advanced more realistic representations of vegetatiore wessible. On the global-scale,
vegetation distributions are correlated to climate, assgrhat vegetation is in equilibrium with
the climate. Vegetation models were developed to diagnegetation distributions as a function
of climate €.g. Holdridge (1947), Prenticet al. (1992)). The importance of simulating global
vegetation dynamically could then be assessed by perfgraiseries of GCM runs, updating
vegetation after each run, providing the land surface patars for the next run. The validity of
this modelling approach relies on how close to equilibriuegetation is with the atmosphere.
Studies such as Cramet al. (2001) show that the terrestrial carbon cycle, and hencetaégn

is not in equilibrium with the present day climate as a resfilthe anthropogenic increase in
CO,. Vegetation models that do not assume vegetation to be itilegum with the atmosphere
are referred to as dynamic global vegetation models (DGVIME approaches used by DGVMs

are discussed in section 1.3.4.

The spatial resolution of the GCM and the spatial scale optienomena being modelled limit
the possibility of directly simulating climatic processes convective cloud is typically 10 km
wide, and is much smaller than the typical resolution of eartGCMs,~100 km, (Gordoret al.
(2000)). The effects of such sub-grid scale processes magcheded into GCM simulation
by parameterization schemes (McGuffie and HendersontS€ll897), Schneider (1992)). The
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choice of parameterizations in GCMs and other modellingicgsomeans that every GCM is
unigue. This feature of GCMs means that model investigationust attempt to assess how
model-specific a particular modelling result is. Validgtithe GCM against observations, or
against other GCMs can do this. A recent development of GCéédbaesearch are experiments
performed with a large number of different GCMs. Joussawnal. (1999), for example,

simulate changes in the mid-Holocene, north African monsasing 18 GCMs, whilst the

atmospheric model inter-comparison project (AMIP) coneplathe responses of 32 different

GCMs (Gatest al. (1999)).

1.3.2 Land surface feedbacks and multiple stable states dfi¢ climate system.

The two types of vegetation feedbacks considered here amghysical and biochemical
feedbacks. Biophysical feedbacks involve changes in seirfaopertiese.g. albedo, surface
roughness length, or surface hydrology. These changesttezrthe atmospheric state, possibly
leading to further changes in the land surface propertiesocHg@mical feedback processes
involve changes in the chemical cycles, primarily the carbgcle. For example, a rise in global
temperature could lead to an enhanced emission of f€@n soil microbe respiration. The
increased CQ in the atmosphere would lead to further increased tempesatuBiophysical
and biochemical processes are strongly coupled, and amglyise synergism between these
two processes is an interesting challenge for future reBeafhe work of Betts (2000), for
example, illustrates interactions between biochemical lsipphysical processes in the boreal
forest region. Betts (2000) show that boreal forests pthmteact as a store of atmospheric
carbon (the biochemical feedback) would change the sud#dmdo (the biophysical process),
and offset the potential cooling resulting from a reductiormtmospheric C@ A study of six
DGVMs by Crameret al. (2001) showed that CQOevels can alter the response of the biosphere
to prescribed physical climate change. Claussen (200Xustes a method for evaluating
synergisms quantitatively, extending the feedback aisatiescribed by Peixoto and Oort (1992),
pp. 26-31.

Feedbacks are by definition either positive or negativeitiPegeedback processes act to amplify
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system changes, whilst negative feedbacks tend to damphanges in the climate system. The
existence of feedbacks within the climate system suggkstpdssibility that the climate system
may exhibit multiple steady states (Royer (2000), Higgshsl. (2002)). If there are multiple
stable states of the climate system, then there must beshafsattraction in climate space which
lead to the different stable states. The term basin of gitracs used here to denote a region of
climate space in which the climate system eventually leads $table state (either a constant
value or a limit cycle). The term climate space is used hereftr to the state of all the different
parameters in the climate system. These concepts aredesaifinon-linear dynamical systems.
The application of non-linear dynamical system theory ® lblehaviour of GCMs is discussed

more fully by Royer (2000).

Vegetation reacts to an increase in £0y increasing its biomase.. Cao and Woodward
(1998)). This effect is generally referred to as the,G€rtilisation effect. It may also affect the
stomatal diameter. Under elevated £8omata do not need to open as much to get the same
amount of CQ. This is important in the study by Cramet al. (2001). If the increased input

of CO, into the terrestrial carbon pool is greater than the emissfoCO, from soil microbe
respiration then there is an increased storage of i@@he terrestrial carbon pook(g. Cox et al.
(2001)). If the increased storage of €@cts to bring climate closer to the optimum conditions

for vegetation photosynthesis then this mechanism is atiwegaedback process.

Some model results suggest that as a result of future cliagtege the biomass of the Amazon
forest will be greatly reduced (Whitet al. (1999)). This die-back of the Amazon forest releases
carbon back into the atmosphere, and is therefore a poddsgback. The die-back of the
Amazon forest also changes the physical properties of ththSemerican land surface, inducing
further climate changes. Using a coupled climate model &aal. (2001) simulate a die-back
of the Amazon forest in 2050. The timing of the Amazon diekbscvariable, and Jonest al.
(2003) repeat the simulation of Cet al. (2001), but include sulphate forcings. The effect of
sulphate forcings is to delay the Amazon die-bask1(0 years), but does not change the final

result.
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Most GCMs attempts to simulate the mid-Holocene 'greeniafythe Sahara under-predict
the North African monsoon strength (Joussaushal. (1999)); however Claussen and Gayler
(1997), and Claussest al. (2003) are able to simulate the partially vegetated Salalaussen
et al. (1999) also simulate the rapid desertification of the Sabaserved (Street-Perratt al.
(2000), deMenocatt al. (2000)), though this study uses the Earth system model effiradiate
complexity, CLIMBERZ2 (Petoukhoet al. (2000)). Brovkinet al. (1998) investigate the stability
of the Saharan system and their analysis suggests thagdhenHolocene the Saharan system
was able to potentially support multiple steady states. vEBroet al. (1998) estimate that
approximately 3500 years ago the stability of the Saharatesy changed to a single, desert
stable state. Clausseat al. (1999) suggests that this stability change occurred whemrser
solar insolation decreased below a threshold value. Reretsal. (2003a) suggests that the
stability of the vegetation system was influenced by a deewdntra-annual variability of

vegetation fluctuations.

The thermohaline circulation (THC) is the circulation iretbceans driven by temperature and
salinity changes on the global scale. A detailed descriptib the THC is not appropriate
here, however it has been hypothesised that the THC may tfadhgrexhibit multiple stable
states (Stommel (1961), Manabe and Stouffer (1988)). Th€& T8important for poleward
heat transport, and the effects of a reorganisation of th€ Wduld have an important impact
on the Earth system (Stocket al. (2001)). Rensseet al. (2003b) show that the effects of a
perturbation to the land surface (imposing global desemtitimns) could lead to a shut down
of the THC (in their model). This coupling of oceanic and éstrial processes suggests that
systems exist which may amplify the behaviour of the teria@stegetation and that the dynamic
behaviour of the terrestrial vegetation system can be itapbfor simulation of the dynamical

behaviour of other systems, as hypothesised by Claussét)(20

The idea of stabilising vegetation feedbacks in the clinsgstem is illustrated by the conceptual
model known as daisyworld. Originally introduced in Watsord Lovelock (1983) daisyworld
simulates the competition of two species of vegetation. fWwespecies have different albedoes

(0.25, 0.75), and bare soil has an albedo of 0.5. The diffaregetation types alter the energy
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balance of the environment, altering the global tempegatuegetation can only exist within the
range of BC - 40°C in the original paper. The most important feature of theylaorld model is

its ability to alter the climate in a self-regulating way.i3 behaviour is shown in fig. 1.8. Over a
large range of luminosities (65 % - 140 %) global temperatuesnain relatively constant, when

vegetation is included in the model.
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Figure 1.8 The self-regulating daisyworld behaviour. The two specfagegetation correspond to
daisies either darker, or lighter than the underlying baa#l.sThe solar luminosity constant is a
measure of the output of the sun, relative to the present sokput. This plot is reproduced from

Watson and Lovelock (1983).

Since the daisyworld model was first proposed by Watson anelbok (1983) the model has
been extended to investigate the impact of more realistasystem dynamics (Lenton and
Lovelock (2001)). Even with increased model complexity skH-regulating characteristic of the

model remains.

The parallels between daisyworld and the real climate sy$és represented in GCMs) are dis-
cussed by Lenton and Betts (1998); and Betts (1999) denavestthe self-beneficial behaviour
of vegetation in a GCM. The main value of the daisyworld magelot as a predictive tool, but

in its relation to the general methodology of Earth systeimrse (Lenton and Wilkinson (2003),
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Schellnhuber (1999)).

Investigating the stability behaviour of climate modelguiees a large number of simulations.
For this reason one of the best tools for initial exploratafirclimate space are Earth system
models of intermediate complexity, EMICs (Clausseinal. (2002)) and even more simple
models é.g. Brovkin et al. (1998)). The CLIMBER2 model has been a particularly impairta
EMIC in investigating the stability of the vegetation-atspbere system,e(g. Brovkin et al.
(2003), Brovkinet al. (1998), Clausseet al. (1999)). EMICs use reduced complexity models
of components of the Earth system (often the atmosphere),uan the increased speed of
integration to perform millennium-scale simulations,dstigating the behaviour of a particular
climate component. Combining EMICs with full complexity dels is an important research

technique (Brovkiret al. (2003), Clausseast al. (2002), Schellnhuber (1999)).

The boreal region is a region of interesting feedback behaye.g. Betts (2000)). Forests have
a much lower albedo than snow.g. Oke (1987) p. 12) and snow reflects more incoming solar
radiation, maintaining low temperatures that exclude dtwe If forests are in place, the lower
albedo maintains higher temperatures. The higher tempesafire more conducive to forests
growth (Bonaret al. (1992), Foleyet al.(1994)). The boreal forest-snow mechanism is therefore
a positive feedback process. Gallimore and Kutzbach (19B6)v that the boreal forest-snow
mechanism may be important for glacial inception. Browdral. (2003) analyse the stability of
the boreal regions using a full complexity model, and twotlEaystem models of intermediate
complexity. The models used by Brovkit al. (2003) suggest that the strength of feedbacks in

the boreal regions is unable to support multiple stablestat

Biophysical feedback processes are also thought to be tamgoin North Africa (Xue and
Shukla (1993)). The Sahara desert dominates North Afrind Eurface. Saharan desert has
high albedo values, relative to the albedoes of vegetatiatifference of about 20 % (Charney
(1975)). If vegetation replaces bare soil as the dominamt saurface type then more solar energy
is absorbed, resulting in a change in the monsoon circaldtidich is driven by the difference

in temperatures between ocean and continent). This mesthamas first proposed by Charney
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(1975), and is investigated further by Charnelyal. (1975). Vegetation also enhances the
recycling of moisture, allowing further transport of maisd into the continente(g. Braconnot

et al. (1999), Kutzbactet al. (1996), Zheng and Eltahir (1998)). Reconstructions of tetgm
distributions suggests that the Sahara was partially aéggtin the mid-Holocene (Jollgt al.
(1998)). However because the vegetation reconstructibng she vegetation present at the
individual sites, continental-scale vegetation coveragenot be immediately inferred. It is
thought that during the mid-Holocene the vegetation cayerehanged to a desert state on a

timescale of decades to centuries (Street-Peetait. (2000), deMenocatt al. (2000)).

1.3.3 The plant functional type approach

Investigating global vegetation presents a wide choicespfpioral and spatial scales. Around
300,000 species of vascular plant (plants with conductisgué) exist at present (Cox and
Moore (1999), p. 12), each with varying physical charast@s, and evolutionary histories. In
addition to this diversity, plants interact with other gianthe physical environment, and with
animal species creating a daunting network of interacti@se approach adopted by scientists
attempting to study vegetation interactions is to categoriegetation into groups of similar
relevant properties, called plant functional types (PATe choice of relevant properties varies
depending on the phenomena investigated (Gitay and No®8¥ L The choice of the number of
PFT distributions is therefore a trade off between PFT teg&wi and the range of environmental
conditions over which the PFT classification scheme may Ipdieap The VECODE DGVM
for example, categorises terrestrial vegetation into tWds either tree or grass. The TRIFFID
DGVM uses five PFT categories: Broad leaf tree, Needle legf, t€3 and C4 photosynthesis
type grasses, and shrub. Further discussion of the PFT gbaod its role in ecology can be

found in Woodward and Diament (1991), Woodward and Cran@9q), or Smithet al. (1997).

The PFT resolution is usually low in a DGVM to maintain congiignal efficiency for global
simulations. TRIFFID, and IBIS were designed to simulatgetation in climate model
simulations, and are mainly concerned with correctly maty land surface properties for the

GCMs. In DGVMs the PFT resolution is usually no greater tha&FJI's (Crameet al. (2001)).
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It is assumed that competition dynamics between plantsght AFT resolution does not cause
important differences than when low PFT resolution is usEis assumption may be justified
by standard ecology theory of competition. This analysi®latively simple, but is not usually
given in textbooks, and therefore is presented here in@gdhsider a group af PFTs, where the
ith PFT has a non-dimensional population sig If competition is assumed to take the form of

Lotka-Volterra competition equations, the growth rateR&iT is given by egn. 1.4.

j=n

dX;
= Xi(1-> X)) (1.4)

J=1

It is assumed here that the intrinsic growth rate, the coitigetcoefficients, and the carrying
capacity are equal to 1.0, for simplicity (for further defiimms of these terms see Gotelli (1998),

pp. 28-33).

The implications of grouping these PFTs together into logohation PFTs can be assessed by
defining two meta-PFTsy; andY; as shown in egns. 1.5 and 1.6. The meta-PFTs have been
arbitrarily chosen to encompass half the groups of PFTs, desthever they could also represent

more realistic clusters of PFTs.

i = > X (1.5)
=1

Yo = i X, (1.6)
=241

=2
Y, 3
— = hl- ]Z_: Yj) (1.7)
j=2
dYs 3
=2 = »1-YYy; 1.
0 2 ]Z:; j) (1.8)

Equations 1.7 and 1.8 are Lotka-Volterra equations for tiberaction of the two species. The
situation becomes more complex if the assumption of comnrawty rates and carrying
capacities is relaxed, but if only similar plants are gralpsgether then it may be reasonable

to assume that they have similar competition, carrying ciéipa, and growth rates and the
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conclusion is unaltered. This introduces the problem of bowlecide an acceptable level of
similarity. This analysis suggests that low PFT resolutioth not introduce significant errors in
simulations of the vegetation dynamics as a result of iptmific competition, especially when

Lotka-Volterra equations for competition are used, asésctise in the TRIFFID DGVM.

1.3.4 Existing Dynamic Global Vegetation Models

Relatively few DGVMs exist. The DGVMs discussed here ars¢hiovestigated by Cramet al.
(2001), which are most of the models available at present ifter-comparison of DGVMs
by Crameret al. (2001) provides a valuable means of quantifying differsncetween models,
and also of relating results generated from one model toringpgof DGVMs. The six DGVMs
considered by Cramet al. (2001) are: TRIFFID (Coxt al. (2001)), SDGVM (Woodwaret al.
(1998)), LPJ (Sitch (2000), Sitcét al. (2003)), VECODE (Brovkinet al. (1998)), HYBRID
(Friendet al. (1997)), and IBIS (Folet al. (1996), Kuchariket al. (2000)).

VECODE is the simplest model, predicting the fractional tcbations of grass, tree and bare
soil and NPP at a particular grid box using an empiricallyivaet function of precipitation and
temperature (Brovkirmt al. (1998), Lieth (1978)). VECODE was developed for use in thelEM
CLIMBER2 (Petoukhowet al. (2000)). In VECODE vegetation structure is updated evegr.ye

LPJ and HYBRID use a “bottom-up” approach to the simulatiérvegetation. This method
assumes that vegetation on grid box scales exhibit the samanrdcs as individual plants
(Sitch (2000)). The extent to which ecological processes saale dependent is a focus of
current ecological research (van Gardingsgral. (1997)). However it is known that different
physical and biological processes influence vegetatianctsire at different scales (Delcourt
et al. (1983)). HYBRID simulates individual trees and a layer osg, competing for light,
moisture and nitrogen within a discrete region (Friextidal. (1997)). HYBRID is run several
times for each grid box, and the runs are combined and scgdo the grid box scale. In

describing HYBRID, Friencet al. (1997) state that the optimum number of runs is 10 for each
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grid box. Vegetation structure is updated every year. Thwboup approach is computationally
expensive, prohibiting the use of HYBRID interactively irGLM (Sitch (2000), Cramest al.

(2001)). In response to the computational expense of the RIpBmodel, the LPJ DGVM

simulates plant functional types rather than the individolants (Sitch (2000)). The PFT
population sizes are then used to scale from patch to gridsbate (Sitch (2000)). The LPJ
model uses individual based vegetation dynamics theorymalate changes in the vegetation
composition. In LPJ, vegetation competes for light and tooés Vegetation structure is updated

on an annual basis (Sitet al. (2003)).

TRIFFID, SDGVM, and IBIS adopt a “top-down” modelling appiah, whereby the land surface
properties relevant to GCM simulations.§. surface albedo, or roughness length) are modelled
directly (Cox (2001)). IBIS simulates grid box vegetatiantivo layers: tree canopy and grass
level canopy. Within each canopy PFTs compete for light awdisture. Trees can also act to
shade grass, but grass is able to access water as it enteysilthefore trees can. Vegetation
structure is updated on an annual basis, depending on tlhialamean carbon fluxes. Successful
PFTs (largest carbon accumulation) crowd out less suadeB$fTs (Foleyet al. (1996)).
TRIFFID simulates dynamic vegetation structure as thetifraal coverage and carbon density
of up to 5 PFTs, in the grid box. In TRIFFID PFTs compete hawtatly, shrub automatically
displaces grasses, and trees displace grass and shrubg-FIDR&lso models competition
between grasses and between trees explicitly using Lobkaiva competition type equations
(e.g. Gotelli (1998) p. 101). Using this approach the grass PFT e larger carbon density
will dominate the grass PFT with the lower carbon densityndaveraged carbon fluxes are used
by TRIFFID to update vegetation structure every 10 days. 8M@lso predicts ecosystem-scale
photosynthesis rates and stomatal conductance, howebkshed literature describing SDGVM
is limited, and SDGVM will not be discussed further (two oétinost recent papers are Beerling

et al. (1997), Woodwardkt al. (1998)).

Crameret al. (2001) force the DGVMs with the simulated climate responseestimated
anthropogenic emissions between 1850 and 2100, and glieith CO, changes. Figure 1.9

shows the globally averaged net primary productivity (NPR}sponse to the predicted climate
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Figure 1.9 Global averaged NPP predicted by 6 DGVMs. The HadCM2 GCM waed with
estimated C@ levels between 1850 and 2100. Until 1990 the,G@lues are observed con-
centrations. After this time an increase of 1 % per year isugssd. After 2100 COwas held
constant, allowing the HadCM2 to come to equilibrium. Thedicted climate from HadCM2
was then used as input datasets to the 6 DGVMs. This figuredes feproduced from Cramer
et al.(2001).

change. The increased NPP is mainly a direct response taised CQ rather than the changes
in the physical climatology (Cramaet al. (2001)). At the start of the simulation shown in fig.
1.9, the predicted NPP is clustered into two groups. HYBRIRI|FFID, and SDGVM are in the
lower cluster, VECODE, LPJ, and IBIS are in the upper cluskie clustering of predicted NPP
does not appear to reflect the modelling approach. As @€reases during the experiment 5
of the DGVMs predicted increase NPP, but remain in the aast€ERIFFID, however, predicts
a greater rate of increase of NPP than the other DGVMs. Thetefff TRIFFID’s response to
elevated CQ is to move TRIFFID’s NPP from the lower cluster to the top of thpper cluster.
This behaviour is illustrated in fig. 1.9. One main featureT®IFFID which most uniformly
differentiates it from the other DGVMs is that TRIFFID usd® tCollatzet al. (1991) C3
photosynthesis scheme, whilst four of the remaining five D&Wse the Farquhaat al. (1980)
scheme. This hypothesis will not be tested more rigouroete. The other DGVM, VECODE,
uses an empirical model to predict NPP (Brovkiral. (1997)). The difference in predicted rate
of change of C@ suggests that TRIFFID is more sensitive to increased thé@n other DGVMs.
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Crameret al. (2001) also simulate potential vegetation distributiosi@g climate simulated by
the HadCM2 GCM. Potential vegetation distributions repnéssegetation distributions in the
absence of anthropogenic influences, under natural prdagntlimatic forcings. Analysis of
the potential vegetation maps show that different DGVMdjteslightly different vegetation
distributions for the same climate. This is seen in a glolalability, most importantly in the
structure of the forests, and also in the northern exterii@mBaharan desert region. However this

may also reflect the problems faced in interpolating thesdiffit models onto a single set of PFTs.

At the time of the Crameet al. (2001) study TRIFFID and VECODE were the only DGVMs
simple enough to be included interactively in a climate nhodéECODE was developed for
inclusion into an EMIC (Brovkiret al. (1997)), whilst TRIFFID has been developed for inclusion
into GCMs, and the balance between computational cost gotdirdag the maximum possible
complexity has been chosen to reflect GCM capacities. TRIREIthe most suitable DGVM
to investigate the transient behaviour of global vegetatiothe climate system, because of its
computational efficiency and the number of studies comglethich make use of its surface
exchange scheme. The structure of TRIFFID also means thdlyitamical properties can be

investigated mathematically.

1.4 Aim of this study and plan of the thesis

The aim of this study is to investigate the behaviour of theadyic vegetation model included
into the HadSM3 GCM. Of particular interest is the impact ofipling a dynamic vegetation
model interactively to a climate model. There have beenrabgtudies testing the modelled
surface fluxes, and it is not necessary or possible to repsaddrt of validation here. The ability
of the model to simulate vegetation distributions has alsenbquantified elsewhere. Validating
the dynamic behaviour of global vegetation behaviour neguglobal observations of vegetation
properties, over periods of several decades. These dayetanet available, and this study will
not attempt to validate the behaviour of the large-scal@taipn dynamics against observations.

It will, however investigate the potential importance ofgetation dynamics for the climate
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system.

Chapter 2 is mainly a discussion of the GCM used in this stindyyiding a description of some
of the validation of this model. Also presented in this cleajid a suite of four GCM experiments
investigating and illustrating the sensitivity of the GCMthe carbon cycle and to atmospheric
CO,. These experiments are particularly interesting as thelydie the die-back of the Amazon

forest, a model result of intense scientific, ecologicat] palitical interest.

In chapter 3 a simplified version of the dynamic vegetatiomehis used to derive key properties
of the vegetation model. This model is simple enough foritall investigation. These results

will then be vital in interpreting results during the resttlois study.

The behaviour of the terrestrial vegetation is investidatechapter 4. This uses the HadSM3
GCM to simulate the recovery of the land surface from inigdbal desert conditions. This
study investigates the length of timescales of the recowary the differences between different

regions of the land surface.

The experiment discussed in chapter 4 is investigated duith chapter 5. In this chapter the
effect of interactions between atmosphere and vegetatidherecovery timescales is examined
in more detail. The HadSM3 experiment is investigated firtising an offline version of the

surface energy scheme.

Finally, chapter 6 summarises the results of the precediagters, including some discussion
of the conclusions drawn from the results. Some possiblawasfor future research are then

proposed.
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CHAPTER 2

The Hadley Centre Climate Model

2.1 Introduction

In the previous chapter a review was made of climatologiwabty, focussing on the importance
of the land surface, and general techniques used to modklrttiesurface. In order to investigate
the interactions between the atmosphere and dynamic glegatation in GCMs, in this thesis
we use the Hadley Centre Climate model, HadSM3. This indw@edhermodynamic representa-
tion of the mixed layer of the ocean, rather than the fullyawyic ocean more commonly used
(HadCM3). Details of HadSM3 will be reviewed, along with a&aission of other versions of
the Hadley Centre model, atmosphere only (HadAM3), and fedlupled dynamic ocean and
atmosphere (HadCM3). Here HadSM3 includes the MOSES?2 larfdcg exchange scheme.
MOSES?2 includes the TRIFFID dynamic global vegetation m@d&VM). Existing validation
of the model will be referred to, highlighting key featurektbe model, and illustrating its
suitability to investigations of the atmosphere-vegetatsystem. Four GCM simulations are
also presented, investigating the effects of global baitecenditions, the equilibrium effects of
doubling atmospheric C{) and the combined effects of both of these perturbationshofigh
these experiments have been separately performed elssvBetts (1999), Williamset al.
(2001)), the combination of runs within a single modellingperiment (with all other variables

held constant) allows for a new synthesis of results.
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2.2 Model physics

2.2.1 Atmosphere

The atmosphere component of HadSM3 is a grid point modeh wiR.5¢ latitude by 3.75°
longitude grid box resolution. Recent research has hiptdid) the importance of the horizontal
resolution (Pope and Stratton (2002)). Pope and Strattb@2(2investigate how atmosphere
behaves as the horizontal resolution is reduced from dimaddel resolution (2.5 latitude
by 3.75° longitude), to forecast model resolution (0.83atitude by 0.56° longitude). Pope
and Stratton (2002) show that the climate model predictidmshot always converge, due to
non-linear hydrological processes and atmosphere dysafie implications of this are that the
horizontal resolution of a model is a defining characterigfithe GCM. This result also provides
motivation for using a group of models run at different resiohs, rather than assuming that
results obtained at one resolution is representative @arottodel resolutions. In the version of
HadSM3 used here there are 19 vertical levels, and the madslaihybrid vertical co-ordinate,
combining pressure and height. The atmospheric timest8p iminutes (Popet al. (2000)).

The model is hydrostatic and uses a Eulerian (standardctdrmescheme.

The radiation scheme used in HadUM3 (the generic term usesl therefer to the different
variants of the GCM, i.e. HadSM3, HadCM3, HadAMS, etc.) is Bdwards and Slingo (1996)
scheme. This model is based on the two-stream approximg@iaitered radiation is assumed
to be transmitted separately from direct radiation). Thev&ds and Slingo (1996) scheme has
variable spectral resolution and can scale from expengivebly-line radiation codes to low
resolution models, suitable for inclusion into a GCM. TheMadds and Slingo (1996) model
has 6 shortwave bands, and 8 longwave bands when includeddbM3 model (Gordoret al.
(2000)). The Edwards and Slingo (1996) scheme includesftbete of H,0, CO,, O3, N,O,
CHy, CFC-11, and CFC-12 in the longwave band, an®DHCO,, O3, and G in the shortwave
band. The radiation code is applied every 4 hours. At othmogpheric timesteps the radiative
fluxes are applied, but assumed to be equal to the radiatixesflat the previous radiation
timestep. In HadSM3 CQis applied as a uniform concentration and is therefore caatiomally

cheap to model.
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In HadUMS3 the convection scheme used is a mass flux 'bulk’ ¢lowodel. The convection
scheme is described in detail by Gregory and Rowntree (1980yvection is triggered in the
model when the vertical thermodynamic profile becomes blestaThe mass flux approach
means that the convection scheme explicitly simulatesdsloln the convection scheme clouds
are treated as an ensemble of clouds and only the averagertiespare modelled (the 'bulk’
method). Once convection is triggered in the model the aogdanixes with the overlaying layers
as it rises. The maximum height of convection is determinethb the atmospheric temperature
profile, and the air parcel properties. In the HadUM3 corivacscheme precipitation is triggered
when the cloud depth reaches a critical height, or if thedhmmperature of the parcel drops to

-10°C, as long as there is sufficient moisture in the air to enal#eipitation.

The closure assumption made to relate convection to the krgle properties relates the energy
released to the mass flux at the starting level. This massdlthen assumed to be a function of
the stability of the layer. Convection of air and the mixinfgag associated with convection act
to alter the thermodynamic, and hydrological atmospheawdiles (which then alter the radiative
atmospheric profile). The convection scheme is constrainembnserve the total heat content
of the system (enthalpy). The effects of convection on thegport of momentum are also

simulated in the model (Gregost al. (1997)).

2.2.2 Ocean

The Hadley Centre climate model can be simulated with thitéereint approaches: prescribing
sea surface temperatures (SSTs), HadAM3, a thermodynaoc@ianomodel, HadSM3, and
using a fully dynamic ocean model, HadCM3. In this thesis $M@8 is used, and so the
thermodynamic (slab) ocean model will be described in Heféd understand the limitations
associated with the slab ocean it will also be necessarystugs the dynamic ocean model. The
slab ocean model used in HadSM3 is described by Williatral. (1999) and the discussion of

the slab ocean model included here is based upon this repbd.thermodynamic slab ocean
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model is referred to as a slab ocean model because it asshateke ocean can be represented
as a single, well mixed slab of water. The slab ocean moded ainthe same resolution

as the atmospheric component. In the HadSM3 slab ocean #heustace temperatures are
calculated by incorporating prescribed horizontal heavemences, and the advection of temper-

atures. Initially the total sea surface radiative fluX€s, are calculated for each oceanic grid box:
Foo = (1= Aie)[(SW —BLU)+ LW — H + L.E]+ BLU (2.1)

BLU is the fraction of the net downward shortwave radiation eésponding to blue light, as
the blue light wavelengths penetrate to the greatest ddmbaowater (W m?). SW is the net
downward shortwave radiation flux (for all shortwave wawngkis) (W nr2). H is the sensible
heat flux (W n72). L. is the latent heat of condensation of water &€ §2.501x 10° J kg™!). E

is the evaporation flux (kg e s~1). LW is the net downward longwave radiation flux (W-f).
A is the fractional coverage of sea ice at that particular boxl. Sea surface temperatures are

then updated according to the calculated atmosphere-dlteanf energy:

d(SST) _ [Fao - LfSn(1 - Aice) - Foi] (2 2)
dt CppuZ '

L s is the latent heat of fusion af @ (0.334x10% J kg™!). S, is the snowfall rate (kg m? s71).
F.; is the ocean to ice flux of heat, and is proportional to theediffice in temperature between
the sea ice and the slab ocean temperature. A timestep of it dagd herep,, is the density
of water (kg nT3). C, is the specific heat capacity of water (the produgt-G,, = 4.04x10°

J K~ m~2). Zis the depth of the mixed layer (m), and is assumed to be 50me choice of

parameters used here are those used by Willieinas (1999).

After the SSTs are updated according to the local energy diutley are advected using
surface currents assuming continuity of sea water (sudacents are prescribed in HadSM3).
Advection redistributes temperature horizontally butdbelication of the continuity assumption
to the horizontal currents means that the vertical watesciéds are estimated (the magnitude
of upwelling and downwelling). When the horizontal curemroduce local upwelling the
model assumes that the upwelling water has the same temees the zonal mean slab ocean

temperature. The SSTs are then calculated as a functioreséniived heat convergences; H
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dSST)  He
dt  pwCpZ (2:3)

The heat convergences are prescribed. The prescribed draatrgences vary throughout the
year and K is generally positive in the winter hemisphere (300 W2nand negative in the
summer hemisphere (-200 W ). These heat convergences are interactively adjusted to

compensate for varying grid box size (a function of latifuded the effects of sea ice.

Seaice is dynamically simulated in HadSM3. The sea ice nmisdal important model in climate
processes. Sea ice can rapidly alter the sea surface pesperhd act as a positive feedback
mechanism, cooling sea temperatures further (Gomtad. (2000)). In egns. 2.1, 2.2, and 2.3
sea ice directly effects the simulation of SSTs (in egn. 2a&ise affects the heat convergence).
Sea ice is simulated in terms of fractional coverage and ceaepth (over the fraction of the
grid box covered by sea ice). Cattle and Crossley (1995)ritbesthe dynamic sea ice included
in HadSM3. Sea ice is advected in the model according to tiac®u currents, which are
prescribed. New ice forms when the SST at a grid box fallsvodie freezing temperature. For
each sea ice covered grid box, snow can accumulate on it. 8apth is updated as the balance
between snowfall and sublimation. It is also updated as smeilts. Below the snow layer the
ice thickness is updated as a function of melting snow, sdacgitemperatures, and a fraction of
the atmospheric flux, J5, which is estimated using egn. 2.1. Melting sea ice alsosatte sea
surface temperature. Changes to the fractional coverageaoice are caused by changes in the

ice thickness.

In HadCMS3 the dynamics of the ocean circulation are explicimulated. The dynamic
ocean model runs at 1.2%atitude by 1.25 longitude resolution, with 20 vertical levels. The
dynamic ocean model is based on the model presented in C84)1Bhe dynamic ocean model
incorporates the same sea ice model as the slab ocean magkeltoBhe model developments
(mainly the high resolution) the dynamic ocean model is rutheut imposed corrections to the
air-sea fluxes (flux adjustments). The transfer of heat aliditgaby ocean geostrophic eddies
are parameterized using the method presented in Visbeek (1997). Visbecket al. (1997)

relate the diffusion constant, k, to the horizontal andigalthermal stratification, and the eddy
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flux of heat is assumed to be proportional to the temperatia@ignt. A low resolution version
of the dynamic ocean model has been developed (HadCM3LEhwhins at the same horizontal
resolution as the atmospheric component. This low reswlutersion of the model requires flux
adjustments but is computationally cheaper, allowing éorigtegrations (see, for example Jones
et al. (2001)) Flux adjustments modify the ocean-atmosphere glerehat the coupled model is

stable for long integrations (for further discussion seeeMé1992), pp. 572-577).

In this thesis HadSM3 is used. Using HadCM3, or HadCM3LC, id@liow the global carbon
cycle to be simulated interactively, and would be able tawa@pchanges in ocean circulation,
however these models are computationally expensive. Titkest presented in this thesis are not
designed to correspond to particular climatic periods aiglbeyond the scope of this thesis to
investigate interactions between terrestrial biosphedecaupled atmosphere-ocean phenomena,
for example ENSO events. Using the HadAM3 model would elaténthe possibility of SST
feedbacks. The HadSM3 slab ocean model will therefore bd bseause of its ability to

simulate SSTs, and the fact that it is relatively inexpemsivintegrate.

2.2.3 Land Surface

The version of HadSM3 used in this thesis contains the MOS&®face exchange scheme.
The previous version of MOSES2, MOSES, is discussed in €pal. (1999). Many of
the processes in MOSES2 are the same as MOSES, but MOSE$®@escthe TRIFFID
DGVM. Esseryet al. (2001) describe MOSES2, however the description of the kurthce
processes in HadSM3 will make use of equations presenteotin@oxet al. (1999) and Essery
et al. (2001) as each paper describe different aspects of theceuefechange scheme. Smith

(21993) will also be used as a source of equations, espetialtiie boundary layer flux equations.

In the surface exchange model there are nine different larffdce types. These land surface
types are: broadleaf tree, needleleaf tree, shrub, C3 tyaesgC4 type grass, urban, bare

soil, inland water, and permanent land ice. Each land serrfaid box can be covered by a
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combination of any of the first 8 of these land surface typesd Boxes covered by permanent
land ice is assumed to be completely covered. The fractioa gfid box covered by a land
surface type (its fractional coverage) determines how nibieHand surface type contributes to
the grid box surface properties. Most land surface parasietee weighted by the fractional
coverage of the associated land surface type. This is tleefoashe surface albedo, infiltration
rate, canopy heat capacity, canopy coverage, and soil u@isixtraction by roots. Canopy

conductance and soil moisture extraction rates are awérager non-lake land surface types.

The roughness length, zfor each PFT is a fraction of the vegetation heigh for trees, -
for other vegetation types). The roughness lengths for therdand surface types are constant
(urban = 1.5m, water = 310~*m, soil = 3x10~*m, and ice = 1x10~*m). The grid box mean

value is calculated by:

Vi _
oo = Lble"d'exp{—[zjlnz(Lbzesz/zoj)] 7 @4

Lueng IS @ defined height, presumed to be between the height at viécfiow is independent
of surface roughness and the near-surface height wheredhEflow is determined entirely by
%,; (Mason (1988)). A value of };.,q=20 m is used in HadSM3y; is the fractional coverage
of land surface type j. Z; is the roughness length of land surface type j (m). The serddisedo
for vegetated surface types (unweighted by fractional ame) is given by:

_LAI/Q)(QOO - asoil) (25)

Qy = Qg T (1 — €xp o

Q5031 1S the bare soil albedo and is specified;® is a PFT dependent constant. LAl is the leaf
area index and is a common measure of the amount of leavesisltA¢ area of leaves per unit

area of ground taking one side of the leaf into account.

The state of the land surface at any time is defined by the atradismow present, the canopy
water content, and soil moisture and temperature profilesraf falls on vegetation some of
the water is retained in the vegetation canopy. This amaifriee to evaporate back into the
atmosphere. The evaporative flux from the canopy water &aigen by:

E. = fa%[Qsat(T*)_ql] (26)

a
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f. is the fraction of the grid box with a wet canopyy;, is the surface air density (kg ™).

q: is the surface air specific humidity (kg k8). 0..:(T.) is the saturated specific humidity (kg
kg~!) at the surface temperature, TK). r, is the aerodynamic resistance to the transport of
moisture, and depends on the roughness length, wind spedeatranspheric stability (s ). r,

is estimated by:
ra = (Cglvr —wol)™? (2.7)

v1 is the horizontal wind velocity of the surface airg is the horizontal wind velocity at the
surface.vg is zero for land points, but is equal to the prescribed ctirmgar sea grid boxes. The
exchange temperature and moisture between the surfachamdrhediate air level is influenced

by the exchange coefficient,;C Cy; is given by:

21+ 20 )ln( 10(2’1 + Zo)
20 Zo

Cu = fu-ko{in( )} (2.8)

fr is a measure of the stability of the atmosphere, and incatpsra dependency on the surface
air wind speed, the vertical gradients of temperature andidiity, and the surface resistance.
z1 is the height of the lowest atmospheric layéy. is the von Karman constant,, = 0.4. The

amount of rainfall not retained in the canopy is given by:

Cny g, & (2.9)

C
Tr = Ru(l— 5-)eap(- =

Cm

R, is the rainfall rate (kg m? s™1). ¢ represents the fraction of the grid box over which the
rainfall occurs. For large-scale rain= 1, whilst e = 0.3 for convective rainfall reflecting the
typical scales of convection and large scale precipitatidit is the timestep for updating the
canopy water content and is 30 minutes in the mode), i€the canopy water capacity and

increases with increasing vegetation height. C is the can@ter content and is updated by:
ctt = C" 4+ (R, —Tr)At (2.10)

When water reaches the soil it enters, or flows out of the goid ISurface run-off is calculated

: Tp — Ry S [1 — exp(—£Cm)) K At<C
by: F Cm[ ( RnC )] = 2.11)

R, - exp[%] KAt>C

Y:

K is the surface infiltration rate. K depends on the land sertgpe and the soil properties (both

constants in HadSM3). Moisture that reaches the soil, andtitost as run-off infiltrates the soil.
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Moisture also evaporates from the soil surface. The bategaporation is given by:

By = (1— f)(1 = )= (T)) — q1] (2.12)

Tq + Tss

5 is a function of top level soil moisture and incorporates tiyelrological properties of the
soil predicting how saturated the soil layer is. Soil is $fied to have one of three soil types:
fine, medium, and coarse. The global distributions of sqietyare specified using the Wilson
and Henderson-Sellers data set (Wilson and Hendersoer§€1985)). r,, is the soil surface

aerodynamic resistance and is set to 100°$.m

Vegetation roots draw moisture from lower levels, soil eragion only from the top level. When

soil moisture is drawn into the roots the transpiration ofshwe through the leaves is predicted

by:

E, = (1 - fa)y%[QSat(T*) - Q1] (2.13)
@7 ge

g. is the stomatal conductance of the vegetation canopy tawapeur (m s'). g. is dependent

on the predicted photosynthesis rate:

1.6 RT)
ge = AA002 (2.14)

A is the photosynthesis rate (mol G@ 2 s™!). R is the perfect gas constant (8.3343?° J
K—!kmol~!). ACO, is the CQ gradient between internal and atmospheric partial presg@#a).

When there is no snow covering on the grid box evaporatiom fitwee surface is assumed to be
the sum of contributions from egns. 2.6, 2.12, and 2.13. Where is a covering of snow the
sublimation of snow is the only process in the evaporative. flA layer of snow on the grid
box also alters the surface albedo, and acts to cool theceurdanperature. Melting snow also
supplies water to the soil, and and excess amounts of mé#rigaallowed to exit the grid box as
run-off. Snow melt run-off is estimated using eqn. 2.11 stiliting the snow melt rate,Sfor

R,, and using = 1. The total input of moisture to the soil is the throughfdll-) and snowmelt,

minus the run-off, for each grid box land type (weighted kacfional coverage). Evaporation
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also depends on the overlaying air humidity and the surfesistance, incorporating the effects

of variable roughness length and atmospheric stability.

In the model, soil is represented by four layers. The depthbese layers are set to 0.1, 0.25,
0.65, and 2.0 metres. In the surface layer (0.1 m layer) soisture is increased through snow
melt and throughfall of rain. Moisture from the top layerten decreased according to the flow
of water into lower layers, the evaporation from bare sait] avater taken into plant roots. The
vertical flux of water (W) uses a form of the Darcy equatiorr fiarther discussion of Darcy’s
eguation see Price (1996), pp. 48-57, for example):

U,08;°

W= KS (=
zZ

+1) (2.15)

Ks, ¥, and b are empirical soil dependent constants.is3he unfrozen soil moisture content
(kg m~2).

The extraction of water from any particular soil layer by t0ds proportional to the total
evapotranspiration. The constant of proportionality mflethe vertical distribution of roots.
Different PFTs have different root depths allowing tree BEd access moisture from greater

depths than shrub or grasses.

In MOSES2 soil moisture interacts with the thermal projgsrf the soil. The temperature of a
soil layer is determined by heat diffusion with the surroagdiayers and the transport of heat
associated with moisture fluxes. The heat capacity of tHeisdietermined by soil properties
and the amount of frozen and unfrozen moisture. When theadager of snow on the grid box
surface the thermal conductivity of the soil in the top twepdis is increased. The heat capacity
of a soil layer also takes into account the apparent heatcitgpassociated with changes in

moisture phases.

The surface temperature is determined by the energy batdribe surface:
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dT,

Cegr

= SWoett | LW — 0T} — H — LE — LS, — G, (2.16)

C. is the canopy heat capacity and depends on the amounts ajncatbred in wood and
leaves. For non-vegetative land surface typesi€set to zero. | LW is the downward
longwave radiation flux (W m?). SW,,.; is the net shortwave radiation flux (WTh). o is the
Stefan-Boltzmann constant (5670~ W m=2 K—4). T2 is the emitted longwave radiation
from the surface.H is the sensible heat flux (the transfer of heat by dry air ; Wmn E is
the total evapotranspiration from the surface (kg?ns~!). L is the latent heat of evaporation
(2.501x10% J kg™'). LE is therefore the energy transported by the moistures,,, incorpo-
rates the effect of snowmeltG, is the flux of heat into the groundG, depends on the top
level soil properties and the fraction of the grid box codeby vegetation canopy. Snow also

affects the heat flux by modifying the thermal conductivitiie sensible heat flux (H) is given by:

paircp g
H = T, — Ty — = 2.17
™ ( 1 c, 1) ( )

C, is the heat capacity of air (J k§ K—1). T; is the temperature at the immediate atmospheric
layer. g is the acceleration due to gravity (9.81 n? st sea level). The downward flux of

momentum at the surface,() is given by:
Tm — CD‘Ul - 1)0’(7}1 — 1)0) (2.18)

Cp is the drag coefficient and in MOSES2 is equal to:

21+ 20

CD = [kln( %

)\ (2.19)

2.3 Carbon cycle treatment

2.3.1 Oceanic carbon

The GCM used in this thesis, HadSM3, simulates the oceaxg adimermodynamic ocean model.

HadSM3 is therefore unable to simulate the oceanic carbolecyhich requires the simulation
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of upwelling and other circulation features. A descriptiminthe oceanic carbon cycle will be

included here in order to give a general overview of the cardyele in HadUM3.

The HadCM3 ocean model includes representations of botgandic and organic carbon cycles.
The flux of carbon into the ocean is proportional to the pbpiassure gradient of CQacross

the ocean-atmosphere interface, and also depends onghgtstiof surface winds.

After CO, has entered the ocean it is represented as the total didsoleyanic carbon, DIC.

This is then redistributed by ocean dynamics, and DIC igd¢ckas a tracer. This process may
result in carbon taken into the ocean at one point being ethit another grid box. The ocean
carbon cycle model also simulates alkalinity. Alkalinigyadvected similarly to DIC and is also
altered by ocean biology. The other factors controllingooar distributions in the oceans are

organic effects.

The organic carbon model is presented in Palmer and Toltg2@1). Dynamic pools of
phytoplankton, zooplankton, a generic nutrient, and Refrialso referred to as particulate
organic matter, POM) are included. Each of these compormghés than nutrients are modelled

in terms of their carbon content and are treated as tracéininvtihhe dynamic ocean model.

In the model phytoplankton feed on nutrients and respireients back into the ocean. When
phytoplankton die a fraction of carbon returns to the natrigool whilst the rest forms detritus.
Phytoplankton are also eaten by zooplankton. Zooplankted bn the phytoplankton and on
detritus. Some of the carbon taken in through grazing isiloshe process and forms detri-
tus. When zooplankton die the zooplankton carbon returrdissolved nutrients and detritus.

Detritus may also sink out of the layer or dissolve. Dissuviletritus returns to the nutrient pool.
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2.3.2 Terrestrial Photosynthesis model

The photosynthesis model is a central component of bothythardic global vegetation model,
DGVM, and the surface exchange scheme in the Met. Office tdimmeodel. MOSES?2 predicts
photosynthesis rates from environmental conditions. éMDIGVM, photosynthesis is the main
input, driving vegetation expansion, and leaf area indeXl(Ilchanges. The surface exchange
scheme uses a closure approach linking photosynthesssteatenopy conductance ( e.g. Sellers
et al.(1997)). This approach means that the photosynthesis nptaded a central role in both the
terrestrial carbon cycle and the surface fluxes (eqn. 2li&)therefore important to devote time

to discussing the properties of the photosynthesis model.

The photosynthesis model was initially presented in Coktal. (1991) for C3 type photosyn-
thesis and then in Collagt al. (1992) for C4 type photosynthesis. The combined photoggih
model implemented in MOSES2 was initially presented in @oal. (1999). Other photosyn-
thesis mechanisms such as crassulacean acid metabolisM) (l#otosynthesis (see Mooney
and Ehleringer (1997), pp. 21-23) are relatively rare arelrat included in the MOSES2
photosynthesis model. CAM photosynthesis is found in cedasert plants and some tropical
epiphytes (non-parasitic plants living on other plants).CIAM plants the stomata open during
the night. CQ diffusing into the CAM plant is stored as an organic acid, thie PEP reaction.
During the day, whilst the stomata are closed, light is usgatocess the stored GOThe CAM
mechanism allows plants to minimise the loss of moistureuth stomata, explaining their

ability to survive in dry environments.

In MOSES?2 the gross photosynthesis rate is assumed to beedirby three factors. In C3
plants these are RuBP limiting (Wc), light limiting (WI), @rdimitation by the transport of
photosynthesis products (We). In C4 plants these are PERdinfWc), light limited (WI),
and the transport of photosynthetic products (We; @bxal. (1999)). Most photosynthesis
schemes assume a sharply defined cut-off between limitdgictors, whereas the MOSES2
photosynthesis scheme assumes a smoothed minimum of #eelithiting factors, producing a

gradual transition (Huntingfordt al. (2000)), which may be more appropriate for grid box scale
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predictions.

These limiting factors, Wc, WI, and We are sensitive to trealenvironment. Equations 2.20,
2.21, and 2.22 define the photosynthesis model, as presen@zk et al. (1999), appendix A.
Vin($=L)  C3plants

Wc _ Ci+20 (220)
Vin C4 plants

0.08(0.85)Ipar($3r)  C3 plants

W, = (2.21)
0.04(0.83)Ipar C4 plants
0.5V, C3 plants
W, = (2.22)
2 x 104Vm% C4 plants

V. is the maximum rate of photosynthesis (mol C@—2 s!). V,, is a function of temperature
and leaf nitrogen content (eqn. 2.23), in this model leafogién content is assumed to be
constant.T" is the photorespiration compensation poi@t. is the internal CQ partial pressure.
p, is the surface pressure (Pd) 4 is the incoming photochemically active radiation (mol PAR

photons n2 s71).

V. 2 00.1(T6—25)
v, = mag = (2.23)
{1 4 exp[0.3(Te — Tyupp)| H1 + exp[0.3(Tiow — T¢)]}

T, is the leaf temperaturd/,,,... is the magnitude of the maximum rate of photosyntheBjg,..
is assumed to be proportional to the leaf nitrogen contequakon 2.23 introduces upper and
lower temperature controld(,,,7..,), defining environmental niches of each PFF, is plotted

for the different PFTs in fig. 2.1.

The photorespiration compensation pointjs defined as :

Oq
52 for C3-type plants

r= (2.24)

0.0 for C4-type plants

As was described in chapter 1, photosynthesis (involvirg ftkation of CQ ) is balanced

against photorespiration (involving oxygen), and incegasxygen amounts present in the leaf
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— Broadleaf tree
— Needleleaf tree

5+ — C3type grass
— C4 type grass
—— Shrub
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—%0 0 50 100

Temperature  C)
Figure 2.1 The range of temperatures defined as suitable for each TRIFHT, as incorporated

into the photosynthesis model through the Vm function (nal @2 s 1), eqn. 2.23.

reduce photosynthesis in favour of photorespiration. Thatgrespiration compensation point,
egn. 2.24, incorporates this effect. The C4 mechanism edote increase the local GO
concentration, and C4 photosynthesis is not sensitiveni@stheric oxygen concentratiofy,,

(Pa).T incorporates the effects of temperature into the reactiea,1482.000-1(Te=25.0)

The internal CQ pressure(;, is determined by the stomatal size and the atmosphericl&@l,
C, (Pa).C; is defined in eqn. 2.25. The internal g@oncentration is influenced by the humidity
deficit. This is the closure assumption, and is the basis 0f 25. Equation 2.25 also implies
that changes in the atmospheric £@ill alter the transport of moisture through vegetation.

AQ

C; = (C,—D)F,(1—
( ) ( Achit

)+T (2.25)

AQ is the canopy level humidity deficitAQ..;; is the critical humidity deficit, at which the

stomata closerF,, is the maximum possible ratio of internal to external CO

Figure 2.2 shows how photosynthesis rates vary as a fundfodifferent environmental

conditions, for C3 and C4 grasses. Figure 2.2 actually shwws canopy conductance varies

43




Chapter 2 Model description, validation, and control runs

35 T T T 25 T ! ' 25 T T T
20 - 20k ]
AR 00N 1 =51 -
£ / e -7
< / \\ £ 7 e
PR ]
> 10 // \ S 10F , ]
’
/ \ ,
/ \
5 b 51 7/ g
/ \ /
’ \
z N /
L L L 0 - L P 0 L L L )
5 5 10 15 280 300 320 100 200 300 400 500
Canopy humidity deficit (g kg™') Canopy temperature (K) Incident PAR (W m)
(a) (b) ©)
80 T T
30 T T T T
N\
60! -
\
s \
—I'IJ \ —"‘
£ SV 4 ]
Eeor e
3 £
I\ 3
\ -
20 N
~
~ ~
“““““ -
0 . . . . 0 . .
0.5 1.0 15 20 0.5 .1-0 . 15
Soil moisture availability, B Canopy CO, concentration (g kg™') Leaf area index
(d) (e) )

Figure 2.2 The response of the photosynthesis model to changing emanatal parameters. gc
is the stomatal conductance. The solid line is the respoh&8ayrass. The dashed line is the

response of C4 grass. Reproduced from €bal.(1999).
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with environmental conditions, but eqn. 2.14 implies thgt f2.2 also illustrates qualitatively
the photosynthesis behaviour. Humidity deficit, photocitalty active radiation (PAR), soil
moisture and leaf area index all influence photosynthesisthe effects saturate with relatively
large values. The canopy GQ@ontent and canopy temperature, however, introduce ahthres

old, and above a certain temperature the dominance of C4 agp€ photosynthesis is reversed.

The canopy temperature dependency introduces an optimalerature for photosynthesis. In
the C3 photosynthesis scheme the @nsitivity also introduces a GQevel below which C3
photosynthesis stops, due to €8arvation. There is interaction between the canopy teatyer
threshold and the canopy GQ@ut-off point. The canopy temperature curve, fig. 2.2(b) was
generated with C®= 0.490 g kg!, and fig. 2.2(e) shows that at the optimal temperature,
the maximum photosynthesis rate is determined by, @G®el. Therefore the temperature at
which C3 grass is replaced by C4 grass is different for difierCG, levels, assuming that
higher photosynthesis rates implies dominance (see ah8pteThis dependency is realistic
(Ehleringer and Cerling (2001), pp. 268). Soil moistureatsodulates the photosynthesis rate.
Photosynthesis is assumed to be maximum at the optimum saskune content and decreases

linearly on either side of this value.

Photorespiration is assumed to be proportional to the maximate of photosynthesi$;,,. The
balance between photosynthesis and photorespiratiorfiledeas the net primary productivity,

NPP, and is the net amount of carbon assimilated into veégetéitg C nT2 s~ 1).

The photosynthesis model simulates the photosynthetis @fta single leaf, and the predicted
rate of photosynthesis must therefore be scaled up to thepgascale. In MOSES2 scaling
up is achieved by assuming that the relative magnitude ofiffierent limiting factors other
than light remains constant throughout the canopy. To adpptoximation light will decrease
exponentially throughout the vegetation canopy (applyBegrs law). This leads to a scaling
constantfyq, sUch thatn P Peanopy = foar NP Pieas, Where fo,, = 2 — 2e~05EAL (Cox et al.
(1999)). frar also relates leaf-scale predictions of stomatal condeetaand photorespiration to

canopy scale values.
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2.3.3 Vegetation structure

In TRIFFID vegetation structure is updated as a functiorhefgredicted net primary productivity
(the amount of carbon assimilated). In TRIFFID vegetatittacure is primarily expressed in
terms of vegetation carbon density (kg C f), and the fraction of the grid box covered by each

PFT. These in turn are used to derive to values of roughnagthleand surface albedo.

The main equations of the dynamic vegetation structurerataded in chapter 3, where they are

used to derive a simplified model. These equations will flieeeenot be reproduced here.

One benefit of dynamically modelling global vegetation dwilly is that it allows the
simulation of the terrestrial carbon cycle interactivelggetation in TRIFFID can be thought of
as a volume of carbon, the product of fractional coveraggetation carbon density, and grid
box surface area. Carbon enters the terrestrial carboe tiygdbugh the photosynthesis module
in MOSES2. This carbon is then stored in either stem, leawesoot carbon pools. NPP is
calculated every 30 minutes, and the accumulated NPP isgh&s9 RIFFID and used to update

vegetation structure every 10 days.

2.3.4 Soil carbon pool

In MOSES?2 carbon enters the soil carbon pool when vegetatiops leaves as the result of
natural turnover, or in response to environmental changétertall may also take place in
response to a large scale disturbance (prescribed in trsgmeof the model) and the effects of
competition with other PFTs . The litterfall input term isoportional to the different vegetation
carbon pools (stem, leaf, and root). Temperatures belovelwirgégetation increasingly drops
leaves are introduced in the model, and a detailed repagantof leaf phenology dynamics

models has been introduced to model the environmentalaiotes of the leaves. The carbon
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inputs from the different PFTs are weighted according totfomal coverage.

In the soil, carbon is respired back into the atmosphere byathion of microbes. Soil carbon
content is then the balance between litterfall and soil iraipn. Soil respiration ;) is

estimated in the model by:
Ry = K,Cyfpqls @) (2.26)

T is the soil temperature’ (C). K is the soil respiration aify; = 25°C. fy is a function of

soil moisture, introducing the effects of soil moistureusation and drought. In MOSES2
q10 1S assumed to be 2.0 and an increase in soil temperature®@f rE3ults in a doubling of
soil respiration. If soil respiration increases rapidlydas larger than the rate of NPP then
the terrestrial carbon cycle would be a net source of carlb@tause global temperature is
expected to rise in the immediate future due to anthropageniissions this is an important
issue (Grace and Rayment (2000), Gaixal. (2000), Coxet al. (2001)). Coxet al. (2001) show
that a CQ sink-to-source transition of the land surface is ineviaiblthe CQ, enhancement

of photosynthesis saturates at high levels ofsCéand if g1 > 1 (soil respiration continues to
increase with increasing temperature). The first condisagenerally believed to be true, whilst
the truth of the second condition is more controversialak fecently been suggested that 1.0 is a
more realistic value af,( (Giardina and Ryan (2000)) implying that the sink-to-seutransition
would not occur. However Jones and Cox (2001a) estimpgtérom atmospheric variability of
CO, levels, and show that a value @fy = 2.1+ 0.7 is consistent with the observed variability
in atmospheric C@ This is achieved by scaling the results from Joaeeal. (2001) to match
observed C@variability. Joneset al. (2001) simulate the carbon cycle response to ENSO. This
modelling approach to validating thggvalue assumes that the model's climate response to
ENSO is realistic (Jonest al. (2001)). However independent of the validity of this asstiom
Jones and Cox (2001a) show that using = 2.0 is valid within the HadSM3LC model, and

q10 = 2.0 will be used in this thesis.
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2.4 Model Validation

Testing the ability of HadUM3 to simulate climate againstsefvations is vital. Various
validation studies have been completed using differergions of the HadUM3 model. Most of
the studies use either HadAM3, HadCM3, or HadCM3L (the lowawcresolution, flux corrected
coupled model normally used for interactive ocean carbarlecgimulations). Some of the
model tests require a particular version of HadUM3, for eglamesting the ENSO variability
in the model requires either HadCM3 or HadCM3L as ENSO is glemsliatmosphere-ocean
phenomena. In discussing the validation of the HadUM3 nweults from HadSM3 validation
will be focussed on because HadSMS3 is used here; howeveltsrdsom other versions of
HadUM3 will be included where results for HadSM3 are unalaé, or when the validation

would not be possible using HadSM3.

The difference between HadUMS3 versions is mainly the différapproaches taken to model the
ocean. Hewitet al. (2003) compare the simulation of climate at the last glatiakimum using
both HadSM3 and HadCM3. The differences in the annual medacsutemperatures between

HadSM3 and HadCM3 are shown in fig. 2.3.

Another difference between the dynamic and thermodynaro@m models is in simulations
of the transient response to climate change. Mareatbal. (1991) demonstrated important
differences in the transient response to gradual changi® iatmospheric COcontent. These
differences are up to°ZC in the surface air temperature, and occur over northerthNgtantic
and the Circumpolar regions in the Southern Hemisphereh Bbthese regions correspond to
regions of deep vertical mixing in the ocean. In these regibie thermodynamic ocean model
(which assumes a constant mixed layer thickness) undenass the depth of the mixed layer,
and under-estimates the heat capacity of the ocean in tleggens. This means that in the
dynamic ocean model the mixed layer can change its appamggdale (associated with the heat
capacity of the ocean surface), whilst this mechanism isnmtided in the slab ocean model
used here. The importance of this mechanism for vegetatiorate interactions could be tested

using a fully coupled atmosphere-vegetation-ocean madethis is not considered here.
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Figure 2.3 Difference between predicted annual mean surface tempesafC) using HadSM3
and HadCMa3 for the last glacial maximum (HadCM3-HadSM3)isTigure is reproduced from
Hewittet al. (2003).

Averaged over the globe, both HadSM3 and HadCM3 predict stingentical cooling (the dif-
ference is 0.9C). Large differences between the two models that Heatidtl. (2003) highlighted
as most important are shown in fig. 2.3 by magenta-colourgddidit the region off the coast of
Peru in fig. 2.3 HadSM3 is warmer than HadCM3. Hewttal. (2003) show that this difference
is attributable to enhanced upwelling, which HadSM3 dodsattempt to simulate. The other
main differences are due to the inability of HadSM3 to sirteilehanges in the North Atlantic

thermohaline circulation.

Figure 2.4 compares the pre-agricultural climate simdldig the HadSM3 model with the
Legates and Willmott (1990) climatology. Figure 2.4(a) whahe difference in annual mean
1.5 metre air temperature, whilst fig. 2.4(b) shows the gifiee in the annual mean surface
precipitation. Figure 2.4(a) shows that the HadSM3 clirteay is almost uniformly cooler than

the Legates and Willmott (1990) climatology. This diffecenis especially pronounced over
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Figure 2.4 Comparison of the annual mean temperature and precipitatields from the pre-
agricultural control simulation (using HadSM3) againsethegates and Willmott (1990) clima-
tology (HadSM3-Climatology). a) 1.5 metre air temperat(f€). b) Precipitation (mm day').

Only the differences over land are plotted.

some regions of Antarctica, Greenland, and Tibet. Someeofjtld boxes in South America are
warmer than the observations. The comparison of HadSM3akmmaan precipitation against
observations in fig. 2.4(b) show that there is a substantialbias over various regions of
South America (including the Amazon region). The SahatsEmterface is also too dry, as
is India, and the Maritime continent, relative to the Legad®d Willmott (1990) climatology.

This suggests a general under-prediction of tropical pretion. HadSM3 also over predicts

precipitation in the Northern Hemisphere boreal regiog).6 mm day .
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In order to investigate the convection scheme within HadSMS relationship between sea
surface temperature (SST) and out-going longwave radigf@LR) in the tropics (3¢ N to
30° S) is plotted, from a 20 year control simulation (this sintigla is discussed further in
later sections of this chapter). Figure 2.5 compares the, I relationship in HadSM3 with
observations. The observations used are from Graham ame8&t987), and are from January
1974 to December 1979. Deep tropical convection has a higlidbp, and results in a reduction
of OLR. Observations such as Graham and Barnett (1987) stigugs tropical deep convection
requires SST values greater than 27& which is seen in fig. 2.5. Figure 2.5 also shows
that HadSM3 captures this relationship, including repoiy the critical temperature value.
HadSM3 over-predicts OLR below the critical SST, but thifl mit be investigated further here
though it may be related to differences due to the experiahesetup (e.g. C®values), or the
effects of non-convective clouds. In validating the comtisert scheme when it was introduced,
Gregory and Rowntree (1990) also compare the predicted G, relationship with the
observations of Graham and Barnett (1987) and show thatoifection scheme reproduces the
observations. The convection scheme validation perforine@&regory and Rowntree (1990)
uses a previous version of the GCM, and the convection sche®é here also includes the

effects of momentum transfer and downdrafts (see Gregoay. (1997)).
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Figure 2.5 Validation of the OLR-SST relationship in HadSM3 againstarbations from Graham
and Barnett (1987). The red line shows the mean SST-OLRomthip from 20 years of data
from a pre-agricultural control run using HadSM3. The blalake shows observed SST-OLR

relationship. The uncertainty bars on the observations2® confidence intervals.
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The radiation scheme included in HadUMS3 has variable réisoli{the number of divisions the
radiation spectrum is split into). Variable resolutioroals the coarse resolution of the radiation
scheme used in the model to be directly validated against re@ mealistic model. Figure 2.6

shows the difference between high resolution and low résolsettings. Figure 2.6 shows that
low resolution setting captures the behaviour of the higioltgion model.
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Figure 2.6 Comparison of different resolutions of the radiation cofl®, shortwave radiation

heating. Zenith angle 390 (dashed lines) and 75 (dotted lines) are plotted, for 220 band reso-

lution and 4 band resolution. Also plotted is the differengeheating rates (4 band - 220 band
resolution). The figure is reproduced from Edwards and 3lifiP96).

Popeet al. (2000) show that most of the differences in the predictedoapheric temperature
fields between HadSM2 and HadAMS3 are due to the differenatixii scheme used. The ability
of the radiation code within the GCM to reproduce observetiis tested by Popet al. (2000).
Popeet al. (2000) compare the predicted OLR (at the top of the atmos)tisom HadAM3 to
the ERBE climatology (Barkstroret al. (1989)). The differences between HadAM3 and the
ERBE climatology vary regionally, are positive and negatignd have a maximum magnitude
of 30 W2 (about 10%). Perhaps most important for this thesis, HadAMS-predicts OLR

across much of Africa, the Amazon region, the Maritime aweti, and large regions of North
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America and Asia. The largest differences in these regiomattropical latitudes. In the tropics
the regions of over-prediction of OLR corresponds to regiatere the model is too dry (Pope
et al. (2000)). This suggests that the over-prediction of OLR is thuthe under-prediction of

convection.

Validation of the land surface model was carried out by Hagdit al. (2000) using 3 years
(1995-1997) of observations of surface fluxes, surface oneltegyy, and soil moisture, over C3
type grassland. A more global validation of the surface arge scheme was carried out by
Cox et al. (1999), where the surface exchange scheme is shown to imphevability of the
Met. Office climate model to simulate current climate. Poesi validation of the land surface
exchange scheme also acts to validate the photosynthedisl,dae to the closure equation, egn.
2.25. In addition to this, Coet al. (1998) test the photosynthesis model against observations
of CO, and water vapour fluxes, over C4 type grassland. Haitred. (2003) test the ability of
MOSES?2 to simulate surface fluxes of heat, moisture, ang @®wvo forest sites in the Amazon
region. For these sites the standard version of MOSES?2 isrskm under-predict the stomatal
conductancey.. Using the first site Harrist al. (2003) recalibrate the MOSES2 photosynthesis
model. Using data from the second site Haatisal. (2003) show that this improves the ability
of MOSES2 to simulate surface fluxes. Hamisal. (2003) do not demonstrate that predictions
of stomatal conductance in MOSES?2 is uniformly under-potedi, however this result suggests

that MOSES2 may under-predict stomatal conductance in thazdnian region.

The ability of MOSESZ2 to simulate present-day vegetatiatrithutions is assessed by Ceixal.
(2001) and Bettet al. (2003). Figure 2.7 shows the validation of vegetation iistions against
satellite observations (Lovelarat al. (2000)), reproduced from Bettt al. (2003). Bettset al.
(2003) conclude that MOSES?2 reproduces global vegetagasonably. Of particular interest
here, however, are the differences associated with the Amé&arest and the Sahara-Sahel
interface. In HadCM3LC near the mouth of the Amazon riverghis a region which receives
insufficient precipitation to support trees. This dry biasaicommon feature of GCMs (Betts
et al. (2003)). HadCM3LC also predicts the Sahara-Sahel intertacbe 3 to 5° further

south than observed. This may result from an under-repiasem of vegetation feedbacks in
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this region. This hypothesis is supported by the inter-camigpn study of Joussaunet al.
(1999) which shows that 19 current GCMs consistently umdedict the enhanced Saharan
vegetation coverage during the middle Holocene period esstgd by paleorecords (see previous
chapter). Bettet al. (2003) attribute some of the local differences in the veg®ido inadequate

representation of natural disturbances (e.g. fire).

BL Tree . . NL Tree

-0.4 -0.3 -0.2 -0.1 -0.01 0.01 0.1 0.2 0.3 0.4

Figure 2.7 Agreement of simulated vegetation fractional coveragdl BBP satellite observa-
tions Lovelandet al. (2000). C3 and C4 grasses have been combined into a singtiction
of grass distribution. The plots show differences in thetfamal coverage (model-IGBP). This

figure is reproduced from Betét al.(2003).

The El Nifio Southern Oscillation (ENSQO) is a major mode diele variability (Jone®t al.
(2001)). Jone=t al. (2001) show that HadCM3LC is able to reproduce the observé8&
variability in atmospheric C@Q Collins et al. (2000) show that the spectral profile of surface
temperature in HadCM3LC is consistent with observationsr avavelengths of 1-10 years.
HadCM3LC is HadCM3L with fully coupled atmosphere, oceand derrestrial carbon cycle
models. Figure 2.8 compares the variability of surface ®mnapre in HadAM3LC against
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observations, and is reproduced from Colkgsl. (2000).
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Figure 2.8 Evaluation of the spectrum of variability of HadCM3 surfaegenperature against
observations (Jones (1994), Parkefral. (1995)). This figure is reproduced from Collies al.
(2000). The shaded region shows the range of powers compartéthdCM3, whilst the solid
line is the mean HadCM3 power. The dashed line shows the vdigars.

2.5 Exploratory experiments

Two standard perturbation experiments routinely perfafméh GCMs, and which are relevant
to the land surface model, are described here: the effe®bél bare soil (e.g. Betts (1999),
Kleidon et al. (2000)), and the equilibrium response of the GCM to a dogbbtif CO, (e.g.
LeTreut and McAvaney (2000), Williamet al. (2001)). Modelling the effects of global bare soil
estimates the maximum impact of changes in vegetationlaisns. The equilibrium response
to a doubling of CQ estimates how the GCM will respond to future £@vels. However
these two experiments are not usually performed in the sdaody.s It is useful to perform
the experiments in the same study because this allows ditemtcomparisons to be made,
and because it is expected that the results will have somelnibéas. These two perturbation

experiments (referred to as BS and 2CO2 hereafter) are gemhpath a control run (CTL) for
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reference and a third experiment combining both pertushati(2CBS). The investigation of
the equilibrium response of vegetation can then be furtiagstigated by combining the analy-

sis of all of these experiments. This analysis serves agmandirction to the vegetation behaviour.

All four of the experiments use HadSM3 with modern heat cagereces prescribed in the slab
ocean. HadSM3 is run at the standard®°2ditude by 3.75 longitude atmospheric resolution.

A constant atmosphere GQevel was used for all experiments, 287 ppmv was taken for the
CTL CO;, levels, and 574 ppmv for 2C0O2 conditions. Assuming a consta® level means
that these simulations ignore carbon cycle feedbacks. tatige structure is allowed to vary
dynamically in CTL and 2C0O2 using the MOSES2 surface exchasuneme. The CTL and
2C02 experiments are integrated for 100 years, until thregteral carbon cycle had reached a
steady state. BS and 2CBS experiments did not require sumigaspin up period because there
is no biosphere. In these experiments HadSM3 had reacheddysitate after 30 years. Climate
plots show 20 year averages, taken after the climate sysaehden satisfactorily spun up. The

four experiments are summarised in table 2.1.

Experiment| CO, (ppmv)  Surface conditions  Length of run (years)
CTL 287 dynamic vegetation 120
BS 287 global desert 50
2C02 574 dynamic vegetation 120
2CBS 574 global desert 50

Table 2.1 The experimental setup for each of the four exploratory expnts.

The initial atmospheric states of the different experimentere form other GCM experi-
ments. The CTL initial conditions came from previous cohsimulations, where the land
surface conditions had been initialised using the Wilsod Henderson-Sellers (1985) data
set. The other GCM experiments were initialised with the Ifatmospheric state from the
CTL experiment. The length of the CTL experiment was reglipecause of the time taken
to come to equilibrium for the particular choice of modelugetused here. BS and 2CO2
experiments were initialised form the CTL experiment toidvibis requirement. The 2CBS

experiment was initialised from the final state of the BS expent. The particular initial state
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(e) Shrub

Figure 2.9 Differences in vegetation fractional coverage. The pldtsve doubled C® equi-
librium vegetation (2C0O2) minus pre-agricultural cont@@ TL). Negative anomalies indicates

greater vegetation fractional coverage in CTL than in theQZexperiement.
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used for the 2CBS experiment may be important if using the B& snodifies the response

of the GCM to a doubling of atmospheric GOhowever this will not be investigated further here.

2.5.1 Sensitivity to atmospheric CQ

In order to estimate the equilibrium sensitivity of HadSM3Q0, experiments 2C@and CTL
were performed. Figure 2.9 shows the changes in equilibregetation coverages resulting
from a doubling of atmospheric G@oncentration. Comparing the vegetation structure in 2CO2
and CTL, in fig. 2.9, we see that there are significant diffeesnin vegetation structure. A
prominent feature of 2C0O2 experiment is the continentalesceduction in Amazon broadleaf
tree coverage which is partially replaced with C4 type grase loss of the Amazon forest is an
important feature of current GCM prediction for future cdite (e.g. Whitest al. (1999), Betts

et al. (2003)) and was discussed in the previous chapter. Fig@reugests that the Amazon
forest loss is a relatively robust aspect of the Hadley maddldoes not depend on the dynamic
ocean or the precise scenario of future O@ncentrations. Broadleaf tree coverage increases
in boreal regions, as does needleleaf tree and is consigitna warming in these regions. C3
grass coverage is reduced globally as a result of largedserein shrub coverage. C4 grass
coverage is greatly reduced over Australia, whilst indrea$n other regions (South America

and South Africa). Shrub coverage also declines in Southrismand East Australia.

The sensitivity of the temperature and precipitation figtda doubling of CQ with vegetation
included is shown in figs. 2.11(a) and 2.10(a). Temperatun@sersally increase in response to
the doubling of CQ, however the largest change in surface temperature isiatsbavith the
Amazon die-back. Temperature changes in the region of thazamdie-back are approximately
20 K. The Amazon die-back is also associated with a localatiolu of precipitation in excess
of 1 mm day'. These changes combine the primary effects of doubling @@ the positive

feedback of the Amazon die-back.
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2.5.2 Bare soil simulation

Using static vegetation structure and a previous versicgh®Hadley Centre GCM (HadCM2),

Betts (1999) showed that vegetation alters global climatd ghat climate is more suitable for
vegetation growth, for the present-day. This study andlyke climate change resulting from a
global bare soil simulation and the resulting changes irtaggn structure which were predicted
offline. Analysing the resulting changes in vegetation stmwthat vegetation feedbacks on

climate allowed more vegetation to exist.
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(e) (2CO2 - CTL) - (2CBS - BS)

Figure 2.10 Annual mean precipitation difference fields mmdaya) The effect of doubling GO
levels on the climate. b) The effect of doublingGih the climate, without vegetation. c) The
impact of global bare soil conditions d) The impact of globate soil conditions, under doubled
CO, levels. e) The impact of vegetation on the response of theatdi system to a doubling of
CO,.
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N
i

et

(€) (2CO2 - CTL) - (2CO2s5) - BS)

Figure 2.11 Differences in annual mean surface temperature fi¢ld3)(a) The effect of doubling
CO, levels on the climate. b) The effect of doubling-Gih the climate, without vegetation. ¢)
The impact of global bare soil conditions. d) The effect afldimg CO, under global bare soil
conditions. e) The impact of vegetation on the responseeotlimate system to a doubling of
CGO,.
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Betts (1999) used TRIFFID offline, but here TRIFFID is usedhwi the GCM. In the bare

soil experiments presented here the atmosphere “sees’sbareonditions and the vegetation
structure is held at global bare soil conditions, howeverghotosynthesis model still calculates
the NPP values consistent with the environment, which cpoténtially drive the expansion of

vegetation if vegetation were allowed to re-grow.

The modification of climate by vegetation is shown here aglifierence in surface temperature
and precipitation fields (CTL-BS) in figs. 2.10(b) (preciibn) and 2.11(b) (surface temper-
ature). The patterns of change are similar to those sintilbyeBetts (1999). However the

regional changes in temperature are twice the magnitudg.i@ fl1(b) than in Betts (1999). This

difference is not surprising as Betts (1999) use a differeatiel (HadCM2) to the model used
here (HadSM3) which leads to different climate predictiofi$ie differences may also be the
result of the different modelling approaches to simulating ocean (HadCM2 uses a dynamic

ocean model, whilst HadSM3 uses a thermodynamic slab ocedeljn

The global mean land surface levels of precipitation andnd &ir temperature are summarised
for the different GCM experiments (including results froret® (1999)) in table 2.2. In all sets
of experiments, vegetation acts to increase the mean fiedimp over land. In Betts (1999) the
effect of vegetation on air temperature is a slight coolingrdand (-0.4 K), whilst in CTL-BS
the effect is a slight warming (0.4 K). These values are tseltal of regional differences and
are therefore probably not significant. When the impact getation under 2CO2 is investigated,

the mean warming over the land surface is substantial (2.2 K)

The mean land surface net primary productivity, unweightgdfractional coverage is given
for each plant functional type in table 2.3 for the four exments presented here. The values
presented in table 2.3 illustrate how climatic changeg #ite photosynthetic potential of each
PFT, i.e. it shows the mean NPP that would result from unifeowerage of that PFT. Under
both 287 ppmv and 574 ppmv the potential NPP is greater in ¢getated simulation than the
desert climate system simulation. Table 2.3 shows thatffeete of doubling CQ is a global

increase in broadleaf tree NPP, and a global reduction idleleaf tree NPP. C3 and C4 type
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grasses both increase NPP as a result of doubling @l the increase of C4 NPP is larger than

that of C3 NPP. The potential NPP of shrub is also increased.

Betts (1999) did not assess how increasing,@&els affects the self-beneficial behaviour of
vegetation. The effect of vegetation feedbacks on climéte @oubled CQ is shown for precip-
itation in fig. 2.10(c), and for surface temperature in figl1Zc). In the 2CO2 experiment much
of the Amazon forest has been lost, along with other changéisel land surface composition
(see previous description). The cooling effect of Southioain vegetation is also reduced. There
is also a difference in Northern Hemisphere boreal temperat where vegetation acts to warm
this region in 2CQ relative to 2CBS. The conclusion from the experiments preskhere is that
the self-beneficial effects of vegetation are reduced uaeldsated CQ, largely as a direct result

of the simulated Amazon die-back.

NOVEG VEG BS CTL 2CBS 2CO2
1.5 m Temperature (K) | 280.95 280.53 279.20 279.61 285.53 287|69
Precipitation (mm day') 1.91 2.19 1.77 1.97 1.95 2.06

Table 2.2 Changes in the annual mean climate over the land surface. B®¥%nd VEG from

Betts (1999) are equivalent to BS and CTL experiments réspc

Broad leaftree Needle leaf tree  C3type grass C4 type grassubSh
CTL 0.2541 0.1940 0.4345 0.5959 0.2583
BS 0.0140 0.0458 0.1244 0.5034 0.0953
2C02 0.2780 0.1381 0.4469 0.8157 0.2929
2CBS 0.0794 0.0379 0.1565 0.5025 0.1443

Table 2.3 NPP on PFT (kg C m? year!) for the different GCM experiments.
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2.5.3 Combined effects

In order to estimate the effects of the combination of dadii@€©, and global bare soil conditions
the GCM response to doubling G@evel experiment is repeated, with vegetation held at dloba
desert conditions (the 2CBS experiment). Figures 2.10{d)2a11(d) show the response of the
desert climate system to a doubling of £an terms of precipitation and surface temperature
changes. In the absence of vegetation the drying effect obldm CO, over the Amazon is
reduced; the large warming associated with the Amazon ail-is also lost, because the local
climate is already warmer and drier in the BS experiment. difference in the global climate
response to Cowith and without vegetation is shown in figs. 2.10(e) and @)L1The strongest
change in precipitation is associated with the Amazon diekbThe temperature response to the

CO, doubling is increased when vegetation is included.

The equilibrium response of a GCM to a doubling of £{9 a standard experiment, and is
sometimes quoted for a GCM as a measure of its general sépgiéi.g. Renssent al. (2003b)).
The response to a doubling of G@rovides a means of comparing the sensitivity of GCMs.
Figure 2.12 plots the sensitivity of HadSM3 to a doubling @-+Cand the predicted equilibrium
response from 9 other GCMs which also use slab ocean moteke(® other GCM sensitivities
are taken from LeTreut and McAvaney (2000)). The HadSM3amase to a doubling of CO
was calculated by differencing 2CO2 and CTL experiments.e fésponse of HadSM3 to a
doubling of CQ in the absence of vegetation was estimated from 2CBS-Baré& 12 shows
that HadSM3 is more sensitive to a doubling of £than any of the other GCMs considered,
including a previous version of the Hadley Centre GCM, UKM&patial plots of the surface
climate response of HadSM3 to a doubling of £(@gs. 2.10(a) and 2.11(a)) show that the
largest change in climate is associated with the Amazormdok= However whilst the Amazon
die-back acts to increase the predicted change in temperttie Amazon die-back reduces
precipitation and the other changes predicted cover a narger proportion of the globe and
dominate. The change in sensitivity due to the inclusionegfetation is shown in figs. 2.10(e)
and 2.11(e). Figures 2.10(e) and 2.11(e) show that vegetatcreases the sensitivity of the
Amazon land surface. This is also seen over the African pentj though the effect is not

as strong. By plotting the equilibrium response of HadSM&wglobal bare soil, the natural
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response of the GCM in the absence of vegetation can be éstinféigure 2.12 shows that even
in the absence of vegetation, HadSM3 is the most sensitivd &Qually sensitive as the CSIRO

GCM). Including vegetation, however, increases the sgitgibf the GCM.

0.4r
0.35F
HadSM3,
0.3-
o CSIRO,
S
20-25’ HadSM3bs
£ GFDL,
§ 0.2
IS . .
s GISS LMD
80.15¢
o NCAR,
0.1r MPI ‘ccc
0.05- . .
BMRC UKMO
L L L L L |
% 1 2 3 4 5 6

A Surface Temperature (° C)
Figure 2.12 Inter-comparison of the equilibrium sensitivity of GCMs a@odoubling of CG.
HadSM3 and HadSM3bs (HadSM3 without vegetation) values vaden from experiments de-
scribed here, the other 9 GCM responses are reproduced f@melut and McAvaney (2000). All

the GCMs used slab ocean models.
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2.6 Summary

In this chapter the GCM model that will be used in the follogvichapters has been described.
The discussion of HadSM3 has focussed on those aspects ohadel affecting the land

surface and the terrestrial carbon cycle. Validations efrttodel have been presented both from
previous studies and performed as part of this thesis. Itaptly several model biases have been
diagnosed in the simulation of the land surface climatolaggtive to the Legates and Willmott

(1990) observation data set. The limitations of the oceadahbave been discussed, relative
to a more detailed representation of ocean dynamics. Thi darface processes have been
described in detail, and a discussion of the implicationthefassumptions made in formulating
the model has been included. Existing validations of MOSE&S2 been reviewed, which assess
the ability of MOSES2 to simulate short-term land-air fluxaad the ability of MOSES?2 to

predict pre-agricultural equilibrium distributions.

A series of equilibrium experiments has been presented ingestigating the sensitivity of
HadSM3 to a doubling of C& and the maximum impact of reductions in vegetation stnactu
(global bare soil). The sensitivity of HadSM3 to a doublirfdc®, has been shown to be greater
than 9 other GCMs. The self-beneficial effects of vegetafiost demonstrated by Betts (1999),
has been reproduced here. The self-beneficial effects badakn shown to be reduced under
elevated CQ levels. This reduction in the self-beneficial effects of etagion is partially due
to the fact that the simulation of climate under doubled,@@edicts a die-back of the Amazon
tree coverage. In the experiments presented here thelrquili effects of the Amazon die-back
simulated by HadSM3 was investigated. The Amazon die-baokilated by HadSM3 is an
example of dynamic vegetation behaviour on a continentaescUnderstanding the dynamics
of the vegetation model will lead to an improved understagdif such phenomena. It may also

provide insight into the general coupling between vegetiadind atmosphere.

In the remaining chapters the dynamic behaviour of the djlolegetation model will be
investigated. In chapter 3 a simplified form of TRIFFID isided and the dynamic properties

are investigated. In chapters 4 and 5 the dynamic behaviogiobal vegetation is investigated
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within HadSM3.
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CHAPTER 3

Simplified TRIFFID model approach

3.1 Introduction

The TRIFFID model couples a photosynthesis model (€oal. (1998)) to a population model,

and updates the fractional coverage and height of vegetdépending on the predicted photo-
synthesis. The TRIFFID model is described by Cox (2001). diezious chapter discussed the
photosynthesis model and the way that environmental dondiare translated into predicted net
primary productivity (NPP) rates. This chapter will invigstte the population model, and derive

a simpler version which helps give greater insight into tiefamental processes and interactions.

In section 3.2 standard analysis of the type of populatiordeh@Lotka-Volterra competition
equations) is reproduced. This is then linked to the TRIFF&del parameters. The diffusive
Lotka-Volterra competition equations are also investidatand these results are then linked to
the TRIFFID model. Analysis of the Lotka-Volterra compietit equations is not new, but it is
necessary to reproduce it here, to be able to investigat€ REFID equations. Few textbooks
contain the analysis of the diffusive equations, but it i€ey\simple addition to the investigation
of the non-diffusive equations. In section 3.3 the assumnptif a single plant functional type
is tested. Using simulated plant functional type distiitmg from the pre-agricultural control
climate (see chapter 2) the mutually exclusive nature ofpeiing plant functional types is
demonstrated. In section 3.4 the simplified form of TRIFF3@eérived. In section 3.5 the ability
of the simplified form of TRIFFID to predict the vegetationréynics is verified, and in section
3.6 the steady state solution of the simplified TRIFFID masleiscussed. In the next section the
initial growth rate of the simplified TRIFFID model is anadys In section 3.8 the maximum rate
of expansion of fractional coverage is derived, and thelgtabf the model is discussed. Internal

variability and the interaction with stochastic forcingaisalysed in section 3.9. In section 3.10
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the re-growth timescale of needleleaf tree PFT is compaiddthe recovery of real forest to a
grid box scale perturbation. The extent that the simplifiextled captures the behaviour of the
full TRIFFID model and the lessons learnt from the whole ¢bapvill be discussed in section

3.11.

Using a similar approach, Huntingfoet al. (2000) present a simplified version of the terrestrial
carbon cycle. Huntingforat al. (2000) also reduce the vegetation dynamics to a single plant
functional type (assumed to be a tree PFT). The model of Hgfttid et al. (2000) incorporates

a representation of soil carbon dynamics and photosyisthegis a result of this approach,
Huntingford et al. (2000) focus on simulating the response to increasing (€@els. Whilst

the study of Huntingfordet al. (2000) focussed on the impact of environmental change, the
simplified model presented here will be used to investighte dynamical properties of the
vegetation model, interpreting the results of this to hetdarstand how the vegetation model
behaves in the full GCM system. Several of the assumptiorderbg Huntingfordet al. (2000)

and also in this chapter are evaluated here. The links battfeesimplified model presented
here and the full complexity TRIFFID model are made expliaiid the ability of the simplified
model to capture the behaviour of TRIFFID is tested; this waisperformed by Huntingford

et al. (2000). In the next chapter the TRIFFID model is investigatéthin a full GCM system,
allowing vegetation to dynamically interact with the atrplosre. The results from this chapter

will help in the interpretation of this simulation.

3.2 Competition solution

In this section the now classic analysis of Lotka-Voltercampetition equations is reproduced
(see Case (2000) pp. 316-327). This analysis is then redatiéak specific case of the TRIFFID
model. The Lotka-Volterra analysis is then extended to idensdiffusive Lotka-Volterra

competition equations. One modification to the Lotka-Mo#eequations is to introduce the
effects of harvesting. This is a steady reduction in pojuaand is usually either a constant

rate or proportional to the population size. If the decreéasgopulation size is greater than a
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population’s ability to increase, then the population sidlt decrease towards extinction. For
this reason Lotka-Volterra competition equations inahgdthe effects of grazing are said to
be diffusive (Case (2000), p. 137). The TRIFFID model is dage diffusive Lotka-Volterra

competition equations. The original Lotka-Volterra cotijgen equations for two species are

given by egns. 3.1 and 3.2(g. Gotelli (1998),p. 101).

dN1 1 T
@M K, Ny — N 3.1
dt Ny Kl( 1= N =) (3.1)
AN, 1 ro
Y% 0 2Ky~ Ny— N 3.2
dt N, KQ( 2= N2 — V1) (32)

N7 and N, are population sizes for two competing specieg)(between grasses). Coefficients
c1 and ¢y are the competition coefficients, and quantify the abilifyone species to restrict
the expansion of another species; and r, are the intrinsic growth rates fav; and NV,
respectively. K1 and K are the maximum magnitudes 6f, and N, that can be supported by

their environment.

In TRIFFID, shrub dominates grasses (i.e. it always digsagrass fractional coverage). Trees
dominate both grasses and shrub. However between planidnactypes on the same level
of this dominance hierarchy competition is resolved withikiasVolterra competition for space.
To derive the possible solutions of the Lotka-\Volterra cefitipn equations we consider the
necessary conditions under which a population will persigter the least favourable conditions
possible in the Lotka-Volterra equations. For spedigghis is whenN, ~ K5 , andN; is close

to 0,i.e. the conditions (&/,/dt)(1/N;) > 0, whenN; tends to zero, andV, tends tok,. Then

we have

dN1 1 ~ T

—_— ~ Ki—0—-c K 3.3
i N Kl(l 0— 1K) (3.3)

For &L L > 0, sincer; > 0 by definition, we get eqn. 3.4.

K,

iy > (3.4)

By considering what conditions are required 85 to expand, wherV; = K7 and V5 is close

to O we get inequality (3.5).
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Ko

K1 C2 (35)

Now each inequality (egns. 3.4 and 3.5) is either satisfiednat, generating 4 possible

combinations.

Case 1: N, does not satisfy egn. 3.5, and will not persist, Bit satisfies eqn. 3.4 and persists.
This leads to the case wheMg out-competesV, with the steady state solutiaN; = K7,
Ny =0, fig. 3.1(a).

Case 2: The reverse of Case A, satisfies eqn. 3.5, but; doesn't satisfy equality 3.4, leading to

the solutionV{=0, Ny=K>, fig. 3.1(b)

Case 3: BothV; and N, persist as equality 3.4 and 3.5 are both satisfied, and astak#xistence

is reached, fig. 3.1(c).

Case 4: Neither eqn. 3.4 3.5 are satisfied, Andind V, are in unstable equilibrium, fig. 3.1(d).

Exact solutions of the Lotka-Volterra competition equasi@re found when the time derivatives

of the Lotka-Volterra competition equations are set to z&tus leads to egns. 3.6 and 3.7

N1 = Kl—ClNQ (36)

Then the four different cases simply refer to the 4 differgays of plotting the two solution lines.

In fig. 3.1 the arrow triplets show the direction both the dapfians move in, for a specific region

of the graph. To the right of the steady state line &gr, N1 > K7, i.e. the population ofV; is

71




Chapter 3 Simplified model

N2 N2
Ka
Ci1 K2
K2 ﬂ K1 ﬂ
C1
B X
by Ly
AN N1 N N1
K2 K2
C2 K1 Kt C2
(a) N1 dominates (b) N2 dominates

(c) Stable coexistence (d) Unstable solution

Figure 3.1 The four possible solutions of the Lotka-Volterra modele Tihes correspond to the
equilibrium solutions of the Lotka-Volterra model. Theidablue line is the equilibrium solution
for speciesN;. The dashed, red line is the equilibrium solution for sped&. The circles
indicate the final solution in each case. Reproduced fronelB¢1998), pp. 107-114. The x-axis
shows the magnitude of populatidvy. The y-axis shows the magnitude of populatién The
arrow triplets indicate the direction of change of both plgiions, in a particular region of the

graph. The dotted arrow in the triplet indicates the net nmogat on the graph.

too large to be supported, add, decreases (moves to the left). Therefore the plots allow the

behaviour to be predicted for any point on tNe, /N, plane.
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The TRIFFID model is constrained to case 3 by the followinguasptions (which are built into
TRIFFID): ¢; andc, are always less than 1.0, afd = K,. As % =1,andc; is< 1leqgn. 3.4is
satisfied.% =1 ande; < 1, satisfying egn. 3.5, so we have the case of stable cceexist In the
TRIFFID model setup non-diffusive Lotka-Volterra compieth equations must be constrained
to case 3 because the total fractional coverages must suf0téoland dominant PFTs impose
the same reduction in space for both of the two competingispelf, however, competition were
for something other than fractional coverage these assongptnight not necessarily apply, and

other cases would be possible.

The above analysis ignored diffusion. TRIFFID uses a diffiversion of the Lotka-Volterra

competition equations, which become:

dNy 1 r
T R LR 38)
dNy 1 r
—dt2 E = —22([(2 — N2 — 62N2) - 72 (39)

and the inequalities 3.4 and 3.5 become :

Ky v K1
— > e 3.10
e c + 1 K ( )
Ky Yo Ko
— - 3.11
e > e+ R (3.11)

~ is the natural disturbance rate, including such effectsrasafid herbivory. Constraining these
inequalities to the properties of TRIFFID, using the sanmmiagptions as the non-diffusive case,

the inequalities become:

i

1—-— > ¢ (3.12)
™

-2 5 (3.13)
]

The equilibrium solutions of the diffusive Lotka-Voltereguations are :

Ny = Ki(l- %) — ¢1Ny (3.14)
1

N2 = Kg(l - %) - C2N1 (315)
2
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The effect of diffusion is to force a translation of the s@utlines, parallel to the axis. It has
now been shown that for the non diffusive case, constraitiireglLotka-Volterra competition
equations to the TRIFFID choice of parameters forces staidgistence of the two species. As
can be seen from egns. 3.12 and 3.13, when-> ~; andr; >> v the diffusive TRIFFID
model is constrained to the case of stable coexistence. \fiese inequalities are not satisfied

the other three cases are also possible.

When the two equalities are met, and there is stable coexistéd/; and N, are given by egns.

3.16 and 3.17

N = [Ki(1- Z—i) - Ks(1 - Z—j)](l —c1e9)”! (3.16)
Ny = [Kg(l — E) — CgKl(l — l)](1 — 6102)71 (317)
T2 1

When eqns. 3.12 and 3.13 are not both met then either K;(1 — %) or Ny = Ko(1 — Z—j),

depending on which of the inequalities is satisfied, and therdractional coverage is at most that

which can exist in the space left by the dominant specigs; 1 -K1(1-Z—1), orN; =1 -Kg(l-j—j .

3.3 The 1-species assumption

In the rest of this chapter we investigate the properties sifigle species version of TRIFFID.
This is equivalent to assuming that grid boxes are dominkyednly one PFT of a competing
pair of PFTs €.g. broadleaf and needleleaf trees.). The previous sectiowedhdhat the
Lotka-Volterra competition equations do not exclude thesulity of coexistence, but the
physical parameters of the different PFTs suggest thatrtreythrive in different environments
(see chapter 2). In order to justify the assumption of a sindbminant fractional coverage of
vegetation, the simulated pre-agricultural vegetatioanialysed (see chapter 2 for details of the
pre-agriculture simulation, CTL). If vegetation is mutyadxclusive, then in a scatter plot of the
two fractional coverages, the points will lie on the axis.eThrther from the axis the points are,

the less reliable is the assumption of a single dominantiepec
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X

Figure 3.2 Delta function. X; is the fractional coverage of speciés The Triangular region,
bounded by the points [(0,0), (0,1), (1,0)] is the range aégible combinations ok, and X5.
The ratio of the number of points within the green shadedregp the total number of points is
calculated. Whe# is small only points that are approximatelX|,0] or [0, X5] are in the green

region.

In order to quantify the validity of the single species asgtiom the number of points found
within a region,d, of the axes is calculated and expressed as the ratio to télentamber of
points. This ratio is calculated faf ranging between zero ar@5 (when it includes all the
possible space), and is illustrated in fig. 3.2. It can be shthvat if the points are uniformly
distributed then the ratio of points within tlderegion (equivalent to the area of the region) to
the total number of points (or area) is equalite (1 — 26)2, neglecting the effects of diffusion,

which varies from grid box to grid box.

Discounting zero coverage grid boxes produces four datadgtre-agricultural fractional cover-
ages, of 2,381 points. These datasets actually incorparttal of 2,571,480 data points as the
pre-agricultural vegetation is a mean of 30 years of datdQatay resolution. Plots of the ratio
of points within thej region to the total number of plots are shown for the grasedsdtlze trees

infig. 3.3. Figure 3.3 also plots the uniform distributios@asption,1 —(1—26§)2, for comparison.
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Figure 3.3 Thed test for simulated coexistence, for the grass PFTs (bl@ liand the tree PFTs
(green line). Also shown is is the control ratio (red lineg.ihow the fraction would increase as

a function of§ if the fractional coverages were uniformly distributed.

Figure 3.3 shows that the distribution of points is signifityaclustered around the axis, i.e. for
the simulation of steady state, pre-agriculture vegetati@getation is largely either C3 or C4
type grass, or either broadleaf or needleleaf tree, at &pknt grid box. Figure 3.3 suggests
that the assumption of a single dominant plant functionaé tis reasonable. For pre-agricultural
grasses, 96 % of grass is found within the- 0.05 region. For tree plant functional types, 94%
is found within thed = 0.05 region. Figure 3.3 shows that if the plant functional typesrev

uniformly distributed this percentage would be close to 20 %

3.4 Derivation of simplified TRIFFID

Having justified the assumption of single PFT, in this sectize simplified TRIFFID model is

derived. The litterfall rate)\;, and the disturbance parametgy,are assumed to be a constant.
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By reducing the TRIFFID model to a single PFT, we restrict tise of the simplified model to

predicting the behaviour of the dominant PFT.

The main dynamic vegetation equations in the TRIFFID modplesent the balance between

increasing vegetation carbon density and increasingidrzaitcoverage. The equations are:

dc,
= (I1-MI-4A (3.18)
dt
dv
CVE = M (1 - Zcij’/j) — v Cy (3.19)
J

C, is the vegetation carbon density of the PEITjs the NPP,A; is the litterfall rate on PFT,
and represents the loss of carbon matter resulting from aharal life cycle of the vegetation.
v; is the fractional coverage of PFT i, is the fractional coverage of PFT i, if ¢ 0.001 %,
otherwisev, = 0.001 %. ~, is a disturbance parameter and implicitly incorporatesetfiects
of mortality arising from processes other than competitidth other PFTsg.g. fire, disease,
and herbivory into TRIFFIDA is defined in expression 3.2Q.controls the partitioning of NPP

between increasing the fractional coverage and incredkangarbon density.

1 for Ly > Lz
A= % for Lyin < L < Lipax (3.20)
0 forL < Lyin

L is the Leaf area index (LAI), and,,.;,, and L,,,.,, are minimum and maximum values, and are
specified for each PFE;; is the intra-species competition term between specisl specieg,

as described by table 3.1.

i = ! (3.21)
Y 1+ exp{20(height; — height;)/(height; + height;)} '

height; is the vegetation height of PFT (, is the carbon content of the plant functional type,
defined by egn. 3.22.

C, = L+R+W (3.22)

L, R andW are the different components of the vegetation carbon ogntivided into (L)eaf

carbon, (R)oot carbon and (S)tem carbon. The local litlendige, A;, is given by:
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ji=1 * 1011
=2 | * 1011
i=3| 0| o0 1] 1

*

i=4| 0| 0] o0

i=5| 0| 0| 0| *

Table 3.1 Intra- species competition relationships. Numbgts 1, 5 represents plant functional
types: broadleaf tree, needleleaf tree, shrub, C3 typegyraisd C4 type grass. Entry '*' is given
by eqn. 3.21. A value of 0 implies that PFHominates PFTj. A value ofl implies PFTj

dominates PFT.

A = mL+vwR+ W (3.23)

1,y andy,, are the turnover rates of the different carbon pools. If weraxmate eqn. 3.23 by

: L+R+W) (3.24)

Then comparing eqns. 3.24 and 3.22 we can see that we areeirt effproximating\; as
A; < C,. This assumption is also made by Huntingfatdal. (2000). The TRIFFID equations
can now be simplified to the one species case, expressedns tdry and C,. This form of

TRIFFID is given in egns. 3.25 and 3.26.

% = (1-MNI-aC (3.25)
dv N Ty

— = 1— — 3.26
I c (1-v) =y (3.26)

NPP is initially assumed to be a constant. Phieinction is originally a function of balanced leaf
area index (balanced leaf area index is the LAl value befbemplogical constraints are applied),
but leaf area index is approximately proportionaltp (Huntingfordet al. (2000)) and so we can

approximate the original function by a function of vegetation carbon content, giveadn. 3.27.

1 for C > Chiax
N = Cgt;g%izm for Cruin < C < Crax (327)
0 for C < Chiin
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Crin and C,,,, are the carbon densities corresponding to the maximum andnmin LAl
values. The values of constants in egns. 3.25, 3.26, andaBe2@iven in table 3.2. The value
of « is chosen such that the behaviour of the simplified form of HRRD matches as closely as

possible that of the full complexity TRIFFID.

BL NL C3 C4 SH

v (year™1) 0.004 | 0.004| 0.100| 0.100| 0.030
Craz (kgCm™2) | 260 | 271 | 03 | 05 | 20
Conin (kgCm™2) | 43 | 47 | 01 | 01 | 0.2

Table 3.2 Values of constants, for each PRITmust be chosen so the behaviour of the simplified
model matches that of the full complexity model. This methasl used in Huntingforet al.
(2000). They values presented here are reproduced from Cox (2001)s., and C,,;, values

are equivalent to minimum and maximum leaf area index vgluesented in Cox (2001).

3.5 Validation

In order to test the ability of the simplified model to sucéekg capture the behaviour of the
TRIFFID model, the simplified model is forced with a dataseN&P, from a control run of
MOSES2. The vegetation fractional coverage predicted &gittmplified model is then compared
to the fractional coverages predicted in the full TRIFFID dab Figure 3.4 compares the
simplified model predicted fractional coverage of C4 grdss.an Australian grid box. Grass
was chosen because it exhibits high variability, and tloeecprovides the most stringent test of
the simplified model. Other tests were performed for landases dominated by other PFTs.
The shrub and tree PFTs do not exhibit as great variabilityhasgrass PFTs, and because
the simplified model requires that a suitable choicexdbe selected these other tests are not
particularly demanding. Therefore reproducing the higtiadmlity of grass PFT structure is the

best test of the simplified model.

Figure 3.4 shows that the simplified model is fully capableegfroducing the behaviour of the

79




Chapter 3 Simplified model

0.9

v (Simple-Full)

Year Year

(@) (b)

Figure 3.4 Comparison of fractional coverages from the full compieXiRIFFID DGVM, and
from the simplified model, forced with identical net primgmpductivity. This is for an Aus-
tralian grid box. a) shows the difference between simpleehfrdctional coverage and the full
complexity TRIFFID. b) shows the fractional coverage frdma full complexity model and the
simplified model. The full complexity TRIFFID fractionalvevage is plotted with blue circles,
and the simplified model predicted fractional coverage @ttpt with a solid red line. For the
simple model, a choice ef = 8.0x 10~ year ! gave the best fit to the behaviour of the full

complexity model. This value was derived through a methadabfand error.

TRIFFID model. It suggests that results from analysis ofsiingplified model are directly appli-

cable to the full TRIFFID model. We will therefore analyse firoperties of this simplified model

3.6 Steady state solutions of the simplified model

Figure 3.5 simulates the re-growth from a small seeded at{&un10~* % fractional coverage,
and 1x 1075 kg C m~2 s7!) of the broadleaf and needleleaf tree. As can be seen in Bgitge
re-growth of the fractional coverage is much slower in camio equilibrium than the carbon
density. The difference in behaviour between the two tre€sHE due to the different values
of C.ex and G, (see table 3.2). The 's’ shaped pattern of fractional cayenacovery is

characteristic of the logistic equation (which has the ganform : % = X(1 - X)). The
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logistic equation is characterised by an initially slow gt rate, when the population size (or
fractional coverage) is small. Next the population undesg@pid expansion, until the effects of

over-crowding slow the population expansion rate down,thecurve reaches a steady state.

16
14

C (KgCmd

0 50 100 150 200 0 50 100 150 200
Year Year

(a) (b)

Figure 3.5 Simulation of broadleaf and needleleaf re-growth from bsoéd using the simplified
TRIFFID model. a) Fractional coverage. b) Carbon densithese figures show the re-growth
from a small initial population of the two tree PFTs. Both RHiave been individually simulated,
and the two runs are over-laid for comparison. Broadleaktie shown as the red line, whilst
needleleaf tree is shown as the blue line. In simulating the's re-growth the values for model
constraints were taken form table 3@ was set to 0.128 yeat. NPP = 1.57 107 kg C n12
s~!. Values ofx and NPP were chosen so that the re-growth of trees took asteatime (similar

to that observed in later chapters). The merit of these gotsot in the prediction of the re-
growth timescales, but in illustrating the intrinsic diéaces between the different tree PFTs, and

the general pattern of re-growth common to all PFTs.

The steady state solutions of the simplified model equatemesfound by setting the time
derivatives to zero, and by solving the resulting equatiddsing this leads to egns. 3.28 and

3.29.

)(—) (3.28)

Cyy = 20 (3.29)
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Figure 3.6 The generic steady state response of vegetation fractiomadrage to NPPI{). The

x-axis shows NPP. The y-axis shows steady state fractiavarage.

When )\’ takes the form of expression 3.27, the steady state solistion

(Cmaar - Cmin + g)

— 127 _
ves = 1= TG 1) (3.30)
II (H - Cmm)
Cos = —(1— a —) (3.31)
« (Cmaar - Cmin + E)

When the steady state fractional coverage is plotted as @idumnof net primary productivity,
fig. 3.6, we see that below a cut off value of NPP, which will berred to adI(x), the steady
state fractional coverage is zero. For NRRI(x) the growth rate is less than the harvesting rate
and the population cannot expand. For NPP values greaterIifi) the fractional coverage
increases non-linearly as a function of NPP. Initially téerof change of,; with respect to
NPP is relatively large, ands; is sensitive to small increases in NPP. For larger valuesR® N
the rate of change of,; with respect to NPP is relatively small, angl, is insensitive to increases
in NPP. The absolute values of NPP vary for different PFTsydwer, as NPP approaches some
value,IT’, such thatv,; approaches 1, the vegetation structure becomes incrgasgisgnsitive

to further increases in NPP, because of the substantialapgerding effects at this point on the

curve.Cs; has a similar non-linear response, without the threshofel kealue ofII(x).
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3.7 Initial growth rates

The intrinsic growth rater() is the rate of population expansion in a completely uniesig
environment (i.e. without the effects of overcrowding).thka\olterra type equations have one
main timescale of variability7(), which is the inverse of the intrinsic growth rate= 1/r;. In

the simplified TRIFFID model the intrinsic growth rate is givby:

/
I
ri = AC — (3.32)

Equation 3.32 shows that the intrinsic growth rate is a lifieaction of net primary productivity.
It also shows that the response time of the TRIFFID modelvisrsely proportional to carbon

density. As NPP decreases towaftls), 7 increases towards infinity.

In the section 3.6 it was stated that below NPPI(x) the steady state fractional coverage is
zero. The interpretation of this is thatldfx) the growth rates(;) =0. Therefore from egns. 3.31
and 3.32 it can been derived that:

acmin(cmax - szn)
1- V(Cma:v - szn)

aChin

a 1- V(Cma:v - Cmm)

H(x) = of + Chnin][1 7! (3.33)

In this chapter several different timescales are refemwedt important to define the relationships
between these different timescales. The generic logistizechas the form% = r;v(1 — v).

r; IS the intrinsic growth rate. v is the population size (in non-dimensional units). The
maximum size ofv is assumed to be 1. Whenis small, %% = r;. Therefore the intrinsic
growth rate is equivalent to the initial growth rate. Theiéig equation has solutions of the form:

1
vt) = ot (3.34)

This form of the logistic equation can then be used to relageintrinsic growth rate to the
re-growth timescale. The time taken to re-grow is assumdxtthe time take to re-grow from
Vinit 10 Vfinal, 1.€. the re-growth timescale is assumed to be the time taken goowe-from a

very small fractional coverage to some value close to theimmam possible fractional coverage.
Figure 3.5(a) shows that as fractional coverage approattigeesnaximum possible value the

re-growth slows down, and so it is necessary to consideraoetf) to some percentage of the
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maximum possible population as having re-grown. Constrgiagn. 3.34 to the initial condition

v(0)=v;nit We have:

u(t) = 1+(V11 — (3.35)

nit

and then the time taken to reaeh,,, is given by:

1
re — growth time = —ln[(y;i}wl o [P bl (3.36)
T
This shows that the re-growth time, and indeed the time takehange between any two values
of v is determined by the intrinsic growth rate and the two valoies. Therefore the recovery
from a 4% reduction in fractional coverage, the re-growtimfmear-bare soil conditions, and the

initial re-growth rate are all governed by the same paramete

3.8 Maximum rate of expansion and stability analysis

Equation 3.26 can be rearranged as :

dv AT AT
o (= =y — =02 (3.37)

A plot of Cé—l; againstr takes the form of a parabola, fig. 3.7. The zero%pfareu = 0 and

v = 1- 5. The maximum value of¥ is atv = (1 — 15)/2, then the maximum rate of

expansion is given by :

dv v2C
E’max - ﬁ (338)

Figure 3.7 also demonstrates the stability of the model pfisitive fractional coverages. At
fractional coverages greater than= 1 — }—ﬁ the change in fractional coverage is negative, and
the fractional coverage decreases. For fractional coesrégss thaw = 1 — % the change in
fractional coverage is positive, so perturbations awagnftbe equilibrium point decay, and the

model is stable.
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Figure 3.7 Parabola properties of the simplified TRIFFID model. Thisifegshows the stability
properties of the fractional coverage, Marked on this figure is the maximum rate of expansion,
and the maximum fractional coverage. The green lines amahagiindicate that if displaced from
the equilibrium point marked with a red circle the systeni kgtiurn to the equilibrium point. This

is therefore a stable equilibrium.

In the discrete form of the logistic equation, equations eahibit chaotic behaviour (May
(1976)). However this is numerical chaotic behaviour of thgcrete logistic equation, and
it means that there is a limit to the size of possible timesteprhis effect is important
when the timestep size is equal to 1 year, but is eliminatedrwd timestep of 10 days is
used (tests were performed for grass plant functional typsswith the fastest response time

they are most prone to chaotic effects). This emphasisesetato use relatively small timesteps.

3.9 Internal variability

The values of NPP in the full TRIFFID model are not constamt] are associated with the

variability of meteorological surface conditions. Theeeff of forcing the simplified TRIFFID
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model with stochastic net primary production is investghin this section.

There is considerable intra-annual variability in grasacitire in TRIFFID. The simple model
is ideal for investigating the source of this variability. hNdh the simplified model is run with a
constant value of NPP, the fractional coverage does not vatyween timesteps. A randomly
generated data set of white noise NPP values are used totfa@mple model. When this is
done, as is seen in fig. 3.8, the vegetation structure alsbitxktochastic-like variability. The
random NPP values mimic the natural variability of envir@mtal conditions. When forced
by stochastic NPP the model still exhibits convergence \ieha This means that the model
is still stable even when forced with random NPP datasetsctwitepresents the variability of
environment conditions in the full model). A system is getigrconsidered stable if small

differences in the initial conditions remain close togetti€halil (1996) p. 97).

In order to investigate the role of the intrinsic timescaldhie observed variability of vegetation
structure the spectral profile of the changes in fractiomaletage was calculated, when the
simplified model was forced with a white noise NPP data see Jimple model was run with
broadleaf tree parameter values. Figure 3.9 shows therapgcofiles of both the NPP data
and the corresponding fractional coverage changes. FR@rehows that when the simplified
model is forced with white noise NPP it responds with red eewriability. This means that high
frequency noise in the NPP data set is damped out. The freguove which the variability
is damped corresponds to the time taken to re-grow from Inaas-soil conditions 100
years). TRIFFID therefore acts as a climatic integratoolwethese timescales. This is also a
general feature of individual trees (Woodward (1987)). ahtenuation of timescales less than
the characteristic response time was also shown by Lasah8emer (1998) to occur for the
geological terrestrial carbon cycle. Henderson-Sell&@938) state that this property of the global

vegetation model is an important component of modellindpglovegetation dynamically.

An additional feature discussed by Woodward (1987) is thesst tend to have an increased
response to climate close to the characteristic timestlis.is equivalent to stating that the trees

resonateat their characteristic timescale (for a mathematical @&finof resonance see Thomson
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Figure 3.8 The effect of forcing the simplified model with stochasti®®NBr C3 type grass. a)

Fractional coverage. b) Carbon density. c) Intrinsic gromrate. d) A function. The red line

shows the grass behaviour for constant NPP. The blue linestioe behaviour of C3 type grass

with a stochastic NPP termy =7.13x107°? s~'. NPP=5x10"? kg C m? s~'. The amplitude

of noise added t&V PP =5x10~° kg C m? s~!. Values ofx and N P P were chosen such that the

re-growth from bare soil was realistically simulated. Thaglitude of noise added was chosen to

maximize the observed variability in vegetation structure
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Figure 3.9 a) the spectral profile of vegetation fractional coveragetihations. b) the spectral

response of the NPP data set used to force the simplified miodebth figures the y-axis shows

the power at a given frequency, whilst the x-axis shows #wuéncy. The model was run with

monthly timesteps, and the data set length was 10,000 y8arsP=1.57x10"" kg C m? s~ 1.

The white noise amplitude is 1.2%0°7 kg C m? s~!'. a=0.128 year!. These values were

chosen such that the re-growth from a small initial fracbooverage was realistically simulated.

The amplitude of the white noise was chosen to maximizehbikiyeof fractional coverage.
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(1993)). The TRIFFID model does not explicitly include reance (this can be seen in fig. 3.9),
but may exhibit resonant behaviour when coupled to the o¢daough the atmosphere), as
was the case in the conceptual model of Nevisbal. (1999). This would be hard to detect in
the Hadley Centre model, and there is no evidence for vegetateanic resonance at present.
There is no clear resonant peak in the suite of models diedusg Mitchell and Karoly (2001),

which includes the HadCM3 GCM.

3.10 Validation of re-growth times

Validation of the behaviour of the dynamical vegetation elag problematic, because of the
length of observations required (Woodward and Beerling@7)p One source of possible
validation is the recovery of vegetation after the 1908 +iegnact of an meteorite. On June the
30th, 1908, a large meteorite exploded 5-10km above Tumguslvestern Siberia (60 N , 101
E). The blast is thought to have started forest fires, andoginaphic evidence shows that a large
area ( 2,000 kn?) of trees was uprooted (Vasilyev (1998)). At this latituddadSM3 grid box
covers an area of approximately 55,000%nThe Tunguska perturbation therefore corresponds

to a near-instantaneous reduction of fractional coverageX6.

Given the site’s obvious cosmological value the site hasbepeatedly visited, however
scientific literature on the Tunguska meteorite is usuatigneological, and often in Russian
language (see Jones (2002), Svetsov (2002)). Detailedniation on the fractional coverage of
the disturbance is unavailable (T.P. Jopess. com. 2003). Photographic evidence suggests,
however, that the disturbance region had been re-colohigd®90, which is taken here to show

a timescale for the recovery of 80 years.

HadSM3 predicts dense needleleaf forest at the Tungus#ldbgxi, which matches the observed
swampy forest at the Tunguska site. The Tunguska grid baxeis tepresented in the simple
model as entirely needleleaf tree, and the Tunguska meteament as an instantaneous reduction

if needleaf fractional coverage by 4 %. Figure 3.10 showgptkdicted response of the grid box
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Figure 3.10 Simulated re-growth of needleleaf tree PFT from the effétt@Tunguska meteorite
in 1908. Values of NPP =1:410"" kg C 2 s !, a=4.12x10~? s~ were used. These values

were chosen as they produced a re-growth from bare soil tid29 years for needleleaf tree.

Figure 3.10 shows that the simplified model predicts a fuljr@vth of needleleaf tree coverage
by the mid 1990’s, and is in agreement with what is know of thaduska site. Figure 3.10 also
illustrates an important feature of the simplified modeld(&ence the full model). If instead of
modelling the entire grid box the simplified model had beetits simulate vegetation re-growth
only in the region of disturbed trees, the re-growth wouldehfollowed the same pattern as is

shown in fig. 3.5, and the re-growth would have taken muchdot25 years).

3.11 Conclusions

The aim of this chapter was to investigate the propertieshefgopulation model relevant to
properties of the vegetation-climate system in the TRIFFi@el, and in order to perform this a

simplified version of TRIFFID was developed and analysed.
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The approximations made in developing the simplified fornthef TRIFFID equations appear
to have minimal effect. The assumption of a single plant fional type has been shown to be
reasonable for the majority of global vegetation, but ohslg constrains the model to simulating
the dominant plant functional type. The assumption of cmslitterfall and disturbance rates
means that appropriate constants must be chosen to mateledgbtation dynamics of the full
model, but once this is done the simplified model capturesvénbility of the model. The
main limitation is that the photosynthesis model was notedoexplicitly into the model. The
photosynthesis model, however, simply acts to transldteatic conditions into net primary
productivity, and has been discussed elsewhere (see clZplehe net primary productivity has
therefore been either specified, or set to a constant valiestdchastic variability. Huntingford
et al. (2000) present a simplified terrestrial carbon cycle whidesdsimulate photosynthesis
rates, and including this feature into the simplified mod&uild only increase the model

complexity without adding anything new.

Analysis of the TRIFFID equations suggests that the TRIFRIRIel parameters allow for stable
coexistence. The fact that competing vegetation types egr ®© be approximately mutually
exclusive suggests that the plant functional types exiatlémgely exclusive climatological niche.
Analysis of TRIFFID equations predicts that the transitimetween plant functional types is
smooth, rather than discrete (see Svirezhev (2000)). Fnersitmplified TRIFFID model it can

be seen that the fractional coverage is the slowest compafiehe TRIFFID system. Figure

3.5 shows that for tree PFTs, the carbon density has reackieédy state after 10 years, whilst

fractional coverage takes 125 years to reach a steady state.

Data sets of net primary production and the vegetation wstreicwere calculated in the full

complexity surface energy scheme. Grid boxes where the rdorhivegetation type was C4
type grass were chosen. Grass shows the largest variahbilgyructure, and is therefore the
most stringent test for the simplified model. The generatgds®ts of NPP were used to drive
the simplified model, and the predicted vegetation strectums compared to that simulated by
the full complexity model. Given the reduction in sophiation associated with assuming a

single plant functional type, and constant litterfall paeders, the simplified model captures the
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behaviour of the full complexity model surprisingly well.

Equations governing the steady state of the vegetatioatateihave been derived. They show
the existence of a threshold value of NPP, below which véigetacoverage is zero. These
eguations also show that the steady state vegetationigtelstinsensitive to further increases in
NPP as NPP becomes large. This insensitivity is due to thergston that vegetation fractional

coverage can be modelled using a logistic curve (see figa)3.5(

The initial growth rate and the maximum growth rate have bédegnosed. Both rates are
dependent on the NPP. The initial growth rate is equivaletté intrinsic growth rate, and is the
reciprocal of the vegetation structure response time. Tdwibnal coverage response time is the
most important timescale (and hence the general respanegds it is the slowest response time
of the TRIFFID model. This response time acts as a climaggiator, smoothing the effects
of climate on the fractional coverage, and filtering out etevariability at frequencies above
the response time. The response time also acts to providgesatidn memory, perturbations to
the vegetation structure decay at the response time of tietation. Further work is required to
investigate how this affects the atmospheric variabilithe results described here suggest that

vegetation structure will change a white noise spectrunedmoise.

The population model exhibits convergence, even when dongth stochastic NPP, which means
that the model is stable. It can therefore be concluded keatrtodel is not a source of chaos.
The simulated variability in grass structueed. fig. 3.4) is therefore driven by variability in the
meteorological conditions (potentially with feedbacksnfr the vegetation), rather than internal
model variability. However the response time which is asrimal feature of TRIFFID determines
how much the stochastic meteorological signal is damped, hemce provides some internal

control over the observed variability.

The timescales of response have been tested against dimseat a well dated perturbation, on

the spatial scale of an atmospheric grid box. The timesdatesponse predicted by the model
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is similar to that observed. The discussion of the respamsestall perturbation shows that the

behaviour of the dynamic vegetation is scale dependent.

In the next chapters a GCM experiment using the HadSM3 medekisented where vegetation
is allowed to re-grow from global desert conditions. Vegetainteractions with the atmosphere
are included. This experiment is designed to perturb thiealeegetation far from a steady state,
in order to investigate the dynamical properties of the taggm model. The results presented in
this chapter will be used to interpret the results from theMz&Xperiment described in the next

chapters.
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Transient GCM experiment

4.1 Introduction

In the previous chapter the dynamical properties of the tatigen model were investigated in
isolation from the atmospheric model. A logical extensionthis work is to investigate the
dynamical properties of the vegetation interacting with #imosphere. One way to do this is
to investigate how vegetation behaves when it is far fromeadst state with the atmosphere. In
order to perturb the terrestrial carbon cycle far from the-agricultural steady state, vegetation
coverage is set instantaneously to global desert conditimil vegetation is allowed to re-grow.
There is an established precedent for using global bareceailitions in order to assess the
maximum effect of vegetation (see Betts (1999), Kleiddral. (2000), Renssest al. (2003b),
Sitch et al. (2003)). The effect of a large perturbation will also be measy to detect in the

modelled climate system.

The type of behaviour to be expected from the dynamic veigetaiodel was described by Wood-
ward and Beerling (1997). These include the ability to maeebvery from disturbances and
simulation of successional cycles, where vegetation tgpeseplaced by other vegetation types
(by definition). From the previous chapter it should be ustberd that both of these behaviours
in TRIFFID are dominated by the same timescales, and areditd the re-growth of vegetation

from bare soil conditions.

Little has been said about the response of climate in medidatiese behaviours. For the first
time, this experiment uses a coupled climate-vegetatiodaino investigate the role of climate
feedbacks in large-scale vegetation dynamics. This axgeti therefore provides information
about the response of terrestrial vegetation to distudsrand the successional cycle, allowing

for atmosphere-vegetation interactions. The importaficeese feedbacks is reflected in the fact
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that chapter 5 is dedicated to investigating and intenpgetiem.

4.2 Experimental setup

The HadSM3 GCM is used for this experiment (HadSM3 is deedrim detail in chapter
2). HadSM3 includes the MOSES2 surface exchange schemie,tidt dynamic vegetation
component, TRIFFID. The thermodynamic slab ocean moded hegzontal heat convergences
consistent with modern sea surface temperatures. Atmaspiesolution is 3.7% longitude by
2.5 latitude. The atmosphere is in a pre-agricultural steadiesit the start of the experiment.

Atmospheric CQ is held constant throughout the experiment, at 287 ppmv.

At the start of the experiment the global distribution of @tgion is set to global desert. The
term global desert is used here to denote specifying veégetiactional coverages set to zero.
The soil carbon pool is not cleared, and starts the expetimigh pre-agricultural distributions

of soil carbon. In the model soil carbon does not affect vatit structure or soil physics, and

since atmospheric CQs not simulated interactively soil carbon concentratiofyaffects itself.

The climate state associated with global desert conditwas discussed in chapter 2. When
the land surface is held at global desert conditions theemiperature 1.5 m above the land
surface is around °®€ warmer over tropical continents, and approximatehC &ooler over
boreal continents. There is almost universally less pittipn over land with global bare
soil conditions. There is an especially strong decreasednigitation over the Amazon basin

associated with the global bare soil conditions (2 mmday

HadSM3 is then integrated, simulating 300 years of the mespof the climate system to this
perturbation. During these 300 years atmospherig GMeld constant, so that only biophysical

climate feedbacks are considered.
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4.3 Pre-agricultural Vegetation Distributions

Vegetation fractional coverages consistent with the gmécaltural atmosphere (the initial atmo-
spheric conditions) are shown in fig. 4.1 (these conditiaessémilar to the CTL equilibrium
experiment described in chapter 2). HadSM3 simulates Wthropical broadleaf forests, and
the boreal needleleaf forests. There is substantial C4dyass coverage over Australia and on
the Sahara-Sahel boundary. C3 type grass mainly existsreabregions. Shrub coverage is
predicted in various regions globally. The regions wheraeshrub is not present correspond to
arid regions, or regions dominated by trees. Comparingetdegributions with those predicted
by Bettset al. (2003) with an fully dynamic ocean model (reproduced in ¢tha@) we see a
general agreement between the two sets of distributiong. sithulation by Bett®t al. (2003)
predicts more broadleaf tree in the tropics than the presalgural simulation presented here.
The dominance hierarchy in TRIFFID means that the undetigtien of tropical broadleaf tree
allows shrubs to cover larger regions in the experimentgotes! here, relative to the simulation
discussed in Bettst al. (2003). In the simulation by Bettst al. (2003) there was predicted a
region of grassland in North-East Amazonia which does nmewith observations (Betet al.
(2003)). This region of grassland is not predicted in thetrmbrsimulation presented here. In
the simulation presented here broadleaf tree exists imdggoportions in boreal regions than
the simulation by Bett®t al. (2003). Pre-agricultural land surfaces do not include tiiece
of agriculture in changing vegetation distributions to prgypically assumed to be C4 type

vegetation).

Figure 4.2 shows where in climate space each PFT is prediatgd fractional coverage. The
term climate space will be used to refer to the 1.5m air teatpes and precipitation at a grid
box. Figure 4.2 shows that each PFT exists in a relativelguairegion of climate space. The
steady state analysis of the simplified model, presentetiapter 3 implies that high fractional
coverage is caused by relatively high NPP, and also corneispto relatively high vegetation
carbon densities. Broadleaf tree PFT is most abundant imveaud wet conditions. Needleleaf
tree PFT is most abundant between -5 arfd€COC4 grass is most suited for warm, dry climates.
C3type grass PFT is found over a large amount of the climateesghowever it is most abundant

at very cold and dry conditions. Shrub PFT is most abundamidsn 0 and 10C. Shrub PFT is
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Figure 4.1 The annual mean predicted PFT distributions of fractional/erage for the pre-

industrial steady state, simulated using HadSM3.

also less clustered in climate space than the tree PFTs gp€4tass PFT. These environmental

niches can also be identified in fig. 4.1. The environmentethes of shrub, C3 grass and C4

grass PFTs are in part determined by the environmental sictihe tree PFTSs.
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Figure 4.2 shows the climate tolerances of the PFTs buthprtant to note that an additional
parameter is C@ Under climate change it might be expected that a shift inreninental niches

is driven by the varying level of C© From the photosynthesis equations described in chapter
2 it is clear that changing CQOevels changes the PFT response to the hydrological cyate, b

quantifying this effect requires further experimentation
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Figure 4.2 Vegetation distributions within climate space (in termsifual mean air temperature
and precipitation). Each point represents the annual mesnperature and precipitation values
where the functional coverage of the PFTi$5%. The colouring shows the fractional coverage.
The maximum fractional coverages of the different PFTs dre92%, b): 82%, c): 92%, d):
89%, and e): 86%.

4.4 Global Vegetation behaviour

Figure 4.3 shows the global mean vegetation fractions duthie 300 years. Figure 4.3 shows
that different vegetation PFTs grow at different rates. hifiithe first 20 years C3 and C4 type
grasses have re-grown, covering a combined 70 % of the laridceu(C3 grass = 50 %, C4
grass = 20 %). The fractional coverage of grass PFT are rddagshrub re-grows. After 100
years shrub coverage has reached 45 % global coverageadaigpsome of the grass coverage.
By the end of the 300 years broadleaf trees have re-grownastagly, displacing more than
10 % of the shrub coverage. Needleleaf trees do not increas®te than 2 % global coverage
throughout the entire 300 years. Markers positioned onigtg-hand axis of fig. 4.3 show the
pre-agricultural vegetation fractions. From fig. 4.3 it ¢gnseen that by the end of the 300 years
broadleaf trees are close to the pre-agricultural fraetiaoverage. Needleleaf forest coverage
is not close to its pre-agricultural fractional coverag@ufe 4.4 shows the vegetation fractions

at the end of the simulation. The boreal trees are almost ltetp absent (both needleleaf and
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broadleaf). In the tropics broadleaf tree has mostly revgréo pre-agricultural distributions,
though pre-agricultural tropical broadleaf tree covermgstill larger. These differences in tree
PFT distributions results in larger coverage of boreal BHRRE&T, and the presence of shrub PFT

in the Amazon basin.
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Figure 4.3 Global mean vegetation fractions throughout the simutatidhe mean does not in-
clude Antarctic or Greenland regions. BL=broadleaf tred,¥Weedleleaf tree, C3G=C3 grass,
C4G=C4 grass, SH=Shrub. Bare soil is the residual fractiooaverage. Markers on the right
hand side of the axis indicate the pre-industrial contraldiional coverages of the corresponding

plant functional types.

Vegetation distributions are not homogeneous, as is cltean figs. 4.1 and 4.4, and it will
be useful to describe the vegetation behaviour regionalifie choice of how to divide the
land surface was made to bound regions of similar vegetdieraviour, for pre-agricultural

vegetation distributions.

Figure 4.3 shows that vegetation may take some time to cormemudibrium with climate.

This long lag between climate and vegetation dynamics hatidations for 'snap shot’ climate
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Figure 4.4 Vegetation fractional coverages at the end of the 300 yeaM@&Rperiment. These

fractional coverages are the average vegetation fractimnghe final 10 years.
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fractional coverages of vegetation over these two regisassammarised in figs. 4.6(a) and
4.6(b). In both regions C4 type grass quickly establishesfias the dominant vegetation type.
C4 grass is characterised by rapid fluctuations in vegetatiacture, on the timescale of a year.
The amplitude of variations in C4 type grass is similar ta $een by Sitcket al. (2003), who
simulate variations of 30 % fractional coverage in similavionments (this amplitude is not
shown in fig. 4.6(b), where the Sahara desert dominatesnlsslaface coverage, however at the
Sahara-Shael boundary this amplitude is observed). The flagtuations in C4 grass implies
rapid fluctuations in land surface propertiesg( the roughness length and albedo). Alteration
of land surface properties is a key process by which monsgmardics may be enhanced
(Charneyet al. (1975), Joussaumet al. (1999)), and Renssest al. (2003a) show that the stan-
dard deviation of vegetation fluctuations in fractional @age may be an important component

of monsoon dynamics. We will discuss the role of climate wsthfluctuations in the next chapter.

South Africa and South America (regions 'c’ and 'd’ in fig. %.&re both characterised by
tropical forest, under pre-agricultural conditions (see 4i.1). Both regions show similar patterns
of re-growth from the initial bare soil conditions. The ftianal coverage of these regions
throughout the 300 years are shown in figs. 4.6(c) and 4.61iiglly C3 and C4 type grass grow
to dominance, in approximately equal magnitudes. After 8y shrubs replace grasses as the
dominant vegetation type. Shrubs reach their maximumifiaat coverages after 75 years, when
shrub covers 60 % of South Africa, and around 75 % of South AsaerAfter 75 years shrub
fractional coverage declines, as the re-growth of broddieas displace shrubs in both regions.
In both regions the regional mean coverage of broadlea$ {eeglose to its pre-agricultural value

by the end of the simulation. Broadleaf trees take the eBfifeyears to reach these coverages.

Northern Hemisphere, sub-tropical and temperate vegateishown in Southern North America
and South Asia regions (regions 'e’ and 'f' in fig. 4.5). In botgions C3 type grass grows
to dominance in the first few decades. Shrub displaces C3 gifter 30 years, and after 150
years the re-growth of broadleaf trees reduces the fragtiooverage of shrub, although shrub
remains the dominant plant function type. By the end of th@ ya€ars, regional mean fractional

coverages in South Asia are close to pre-agricultural .statS&outhern North America regional
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Fractional coverage (%)
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Figure 4.6 Area averaged fractional coverage of each plant functidgpe. BL=broadleaf tree,
NL=Needleleaf tree, C3G=C3 grass, C4G=C4 grass, SH=ShB®&x bare soil. The regions are
defined in fig. 4.5. The pre-agricultural fractional coveeagof different PFTs are given for each

region in the sub-figure caption, in the order: BL, NL, C3, GH.
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mean broadleaf forest cover is about 8 % less than the pred#tgral state.

Europe, North Asia, and Northern North America cover landr@pproximately the same range
of latitudes (regions 'g’, 'h’, and 'i" in fig. 4.5), and summise the vegetation behaviour in the
boreal regions. The behaviour of vegetation in these regase shown in figs. 4.6(g), 4.6(h),
and 4.6(i). In all regions C3 grass grows to over 80% coveraghin 30 years of the start of the
simulation. Shrub replaces C3 grass at different timesHerdifferent regions, after 50 years in
Europe, 60 years in Northern North America, and after 140sy@aNorth Asia. It was shown in
chapter 3 that the re-growth time is dependent on the le¥gkaiosynthesis, and the differences

in the time taken for shrub to reach dominance thereforeatsftee differences in local climate.

The recovery of forest coverage in Northern Hemisphere dyamegions is slow, and forest
coverage does not return to the pre-agricultural distidiigt by the end of the experiment. In
Europe needleleaf forest has reached 9 % after 300 yeargvieothe pre-agricultural coverage
of needleleaf trees is 14 %, and broadleaf trees have natovengeither. Northern Asia and
Northern North America regions under pre-agriculturaineglte are covered by needleleaf trees
(16 % and 35 % respectively) and neither show signs of thelelead forest re-growing after
initialization from bare soil. Either the change in borelinate associated with the experiment
is such that the trees cannot re-grow in this experimentpnéBet al. (1992)), or the re-growth
of boreal trees is very slow. This is in contrast to Brov&iral. (2003), who found no alternative
equilibrium. In chapter 3 it was shown that the TRIFFID moideludes a threshold NPP value,
below which fractional coverage does not remains at thermim fractional coverage. However
even above this NPP threshold value the practical check téaalg state is that the object of
measurement does not change over a reasonable amount patitheo the division between a
secondary steady state or slow recovery is somewhat agbitia the choice of a “reasonable

amount” of time is subjective.

This discussion of the individual regions is sufficient tordmstrate the variety in land surface
distributions. Regions dominated by grass undergo rapéataions in land surface properties.

This is consistent with the results presented in chapterh&revit was shown that the internal
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timescale of vegetation altered how much of the environalevariability is translated into
variations in vegetation structure. From the figures carsid here and in the previous section it
is clear that grass has a much smaller timescale of respanddherefore undergoes much more

variability in structure.

The regional analysis of vegetation distributions showas tloreal, needleleaf trees re-grow much
slower than the broadleaf trees if they re-grow at all. Thitects the less favourable conditions
for photosynthesis in which the needleleaf trees are gmyimplying reduced photosynthesis
rates). In the previous chapter (specifically fig. 3.5) it whewn that both types of trees have
approximately the same rate of expansion, given the samegnihesis rates. The regional
analysis also crudely illustrates the division in climapace between broadleaf and needleleaf
trees. In the hot tropical desert environments of Austratied North Africa C4 grass dominates
over C3 type grass. What little amount of tree that can growp(e-agricultural climate) is
broadleaf. Broadleaf tree also dominates the tropicaktaegions. In these regions C3 and C4
grass exist in approximately equal proportions (at theorggi or continental scale, not at the
grid box scale). In sub-tropical regions both grass typést,ewith C3 grass significantly more
successful. Trees are still predominantly broadleaf. éktbreal regions only C3 grass exist in
any significant amounts.é. there is little C4 grass). The majority of trees would be teledf
under pre-agricultural climate, but it is impossible tat tebether needleleaf tree will out-grow

broadleaf tree at boreal latitudes as they did not re-grotheyend of the simulation.

4.6 Timescale quantification

In order to quantify the re-growth timescales associatat wegetation types it is assumed that

the initial growth period can be reasonably modelled bytsmhg of the logistic egn.:

1

v is the fractional coverage of plant functional type. b is astant, and- is the characteristic

timescale of re-growth (in years) of and is also assumed to be a constant (in egn. 4.1) for each
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dataset of fractional coverage re-growitk, that the variable re-growth rate can be approximated
by a single re-growth rate (the average rate). tis the tirter #fie beginning of the simulation,
also in years. Assuming that vegetation re-growth is lagist justified because the dynamic
vegetation equations, as described in chapter 3 also adbatrtbe vegetation expansion follows

the logistic curve, in the absence of competition.

The characteristic timescales of a PFT can only be directtimated when the PFT grows
from a small fractional coverage, and is the dominant PFWal$ shown in chapter 3, and in
section 4.3 that PFTs on the same dominance lexgl C3 and C4 type grass) largely exist in
different regions of climate space. Therefore this experinis ideally suited for estimating the

characteristic timescales of the vegetation PFTs.

The characteristic expansion rate is the rate at which PKpanel when unrestricted. This
rate, was shown in chapter 3 not to be a constant, but ratltspiendent on the predicted rate
of net carbon sequestration from the atmosphere. Envirotaheonditions may act to reduce
the expansion rates via their effects on carbon sequestragind the characteristic expansion
rates calculated here include the effects of environmesaabitions on vegetation expansion
rates. The characteristic expansion rate is proportianéhé time taken to re-grow from small

fractional coverage. The precise relationship betweeseth&o timescales is defined in chapter 3.

A standard least squares method was used to estimate vdlbéesnd 7 to fit eqn. 4.1 to the
initial growth period ofv values from the full complexity model (see, for example Beuex
and Brown (1994)). Regions which supported more than 5%ifmal coverage of the PFT
after a reasonable recovery time were selected to estihate talue for that PFT. These grid
boxes were selected on the 10th year for the grasses, aftged® for shrub and at the end
of the simulation for trees. Gragsvalues were estimated from the first 3 years of re-growth,
shrub timescales were estimated from the first 50 years awdrtrvalues from the whole
300 years. The short length of analysis for grasses meah®stimates of the characteristic
re-growth timescales for grasses are less reliable. Bylediog the mean climate for time

periods of 0-10 year, 0-50 years, and 0-300 yearsythalues can be plotted in climate space.
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A period of 10 years for the grasses was chosen rather thaar8 yreorder to provide a more

robust estimate of climate. Thevalues are plotted in fig. 4.7, in terms of their local enviramnt.

The 7 values plotted in fig. 4.7 cluster in similar regions of clim&pace as the steady state
fractional coverages do (fig. 4.2). This is becawseould only be estimated when the PFT
re-grew, and as fig. 4.2 shows, each PFT inhabits a partienlaronmental niche. The number
of points in fig. 4.7 is less than in figure 4.2, and the regiaeslaerefore less well defined. The
mean values of, and the standard deviationinfor all PFTs are given in table 4.1. Shrubs have
a typical timescale of 8 year, grasses have a typical tinhest®.5 years. Broadleaf trees have a
mean characteristic timescale of 60 years, whilst neeafiélees typically have a timescale of 70

years.

Figure 4.2 shows the steady state fractional coverage,hwdigo implies relatively high or low
rates of NPP. The values for broadleaf tree PFT, fig. 4.7(a), shows a cleatioekship between
implied NPP trends and the value, when compared to fig. 4.2(a). For the other PFT’s the

pattern is less clear but an overall trend of faster growt wath higher NPP is apparent.

The different timescales associated with each PFT imptiasthe response timescale of a grid
box will vary as a function of vegetation, and that the timectpa characteristics of a grid box
will change as vegetation structure changes. Cyclic ckmaitriability significantly lower than
the characteristic period will not affect the vegetatiomusture. However the critical period is
dependent on the properties, and hence on the climate ifdaf/e this critical period, vegetation
structure will vary in response to the cyclic forcing, affag the land surface properties, and

possibly amplifying the climatic variability.

110




Transient GCM experiment

Chapter 4

3
8
a

S
8

(%) (0'0g - 0'5eT)/(0°0E - 1)

g ° 3 2 Q 2 e 9
8 2 3 3 < 8 & S

.no

"%

o®
o® o
o Qe
°

)
8
S

(

S 3 3 3
8 8 8 8
8 3

_1eak wuw) uonendiaid

2500

(%) (0'0g-0'szT)/(0°0E - 1)

S
8
8
8

(G

3

000

S S
8 8

_1eak wil) co_uﬁ_m_oohn_

2500

25 30

20

Air Temperature (° C)

Air Temperature (° C)

(b) Needleleaf tree

(a) Broadleaf tree

(%) (z0-80)z0-1)

g g © g g e g 9 g9
5§ 8 R 8 83 § 8 & =

100

S 5] 3 3 3 3
5 8 8 8 8 8
8 8 3

mmm& wuw) uonendivald

(%) (z0-8'0)(20-1)

3

000

S ) S
5 8 8
8 g

8

(;_teak wl) uonendioaig

2500

20 25 30

10

Air Temperature (° C)

Air Temperature (° C)

(d) C4 grass

(c) C3 grass

111




Chapter 4 Transient GCM experiment

3500

3000

year )

mm

2000

@
g
8

000

(1 - 3.0)/(10.0 - 3.0) (%)

Precipitation (

a
&
8

10 15 20 25 30

Air Temperature (° C)

0 L L L L L L
-25 20 -15 -10 -5 0 5

(e) Shrub

Figure 4.7 7 values plotted in climate space. Trealues are scaled between 30 and 125 years.

Shrubr values are scaled between 3 and 10 years. Gragalues are scaled between 0.4 and

0.8 years.
PFT No. grid points No. years over Meant (year) | Standard Deviatior
which 7 is calculated in 7 (year)

Shrub 1000 50 7.6 2.6

C3 grass 205 3 0.5 0.1

C4 grass 192 3 0.6 0.1
Broadleaf tree 444 300 59.6 19.0
Needleleaf tree 305 300 70.8 10.2

Table 4.1

Mean r for each PFT, as calculated from the data shown in fig. 4.7. stedard

deviation ofr values are also given, along with details of the number afifsaised for each PFT.

4.7 Carbon Cycle

Vegetation re-growth during the HadSM3-TRIFFID experién a useful example of the

behaviour of the carbon cycle away from a steady state. Asisi®d in chapter 1, the vegetative

state of the land surface is a central part of the terrestaiddon cycle, and the transient behaviour
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of the vegetation is an important component of the trandiehtaviour of the terrestrial carbon
cycle. The strength of the coupling between vegetation &edtérrestrial carbon cycle is
emphasised in this section, where changes in the terdestiibon pool are related to changes
in the vegetation state, and to the timescales of changé® inegetation state. In particular the

CO, source to sink properties of the terrestrial carbon cyaediscussed.

The magnitude of the terrestrial carbon pool is determingthb balance between net primary
productivity (NPP) and soil microbe respiration. Net prisnproductivity is the balance between
the gross canopy photosynthesis and the total plant réigpirg.g. Cox (2001)), and is the rate
of carbon sequestration by vegetation per unit area. Whdn iNBreater than the emission of
CO, from the soil the land surface is a sink of @QVhen NPP is less than the emission ofLCO
from the soil, the land surface is a source of LLOf the vegetation re-growth timescales can
influence the grid box NPP, they may also influence the timihgoarrce to sink transitions. In
the TRIFFID model soil emissions of GQre calculated as a function of soil temperature, soil
moisture, and soil carbon content, as was described in eh2ptin the current version of the
model the terrestrial carbon cycle is allowed to vary itdoarcontent, as if it were taking in

carbon from the atmosphere, however the atmosphericd@@centration is held constant.

4.7.1 Global terrestrial carbon pool

The rate of change of the global terrestrial carbon contershobwn in fig. 4.8(a). Negative
rates of change imply that the terrestrial carbon cycle istemial source of CQ When the

initial conditions are applied, soil carbon is at pre-agjtieral distributions and the large negative
rate of change of the terrestrial carbon pool is associatiéldl swil respiration in the absence
of photosynthesis. As grasses re-grow the land surfaceniexa potential sink of CO The

displacement of grasses by shrubs after 30 years of sironléfig. 4.3) corresponds to a sink
to source transition in fig. 4.8(a). After 100 years tropibabadleaf trees have substantially

re-grown and the land surface changes to a potential sinlOgf C
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In the following sub-sections the terrestrial carbon cyafldwo very different environments is
investigated during the simulation. In discussing thesgores, the behaviour of the terrestrial

carbon cycle will be linked to the behaviour of specific vedjen types.
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Figure 4.8 Rates of change of the terrestrial carbon content, durirey300 year re-growth from
the global desert perturbation. Positive rates of changegotted in black, whilst negative values

are plotted in grey. All regions are plotted on the same aaigye.
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4.7.2 Tropical Forest region

The rate of change of the terrestrial carbon pool, averaged $outh Africa (region 'c’ in fig.
4.5) is shown in fig. 4.8(b). Initially the rate of change of tierrestrial carbon pool is negative,
resulting from the initial bare soil perturbation. As theagg grows, the South African region
becomes a potential GGink. When grass is replaced by shrub coverage, fig. 4.6€)South
African region becomes a potential source of C@roadleaf tree reaches significant fractional
coverages after 100 years of simulation. Associated wighréigrowth of broadleaf tree the

South African region becomes a potential sink ofCO

The change from sink to source of @@ssociated with the displacement of grasses by shrub
appears to be driven by changes in the grid box NPP. When ghisplaces grass the NPP is
reduced (as much as 50% on the continental scale). The dNRP is unable to balance the
soil respiration of CQ@, and the terrestrial carbon cycle therefore loses @Q@til a balance is
found against the lower NPP level. This is seen in analysihefsoil carbon content. When
grass is displaced by shrub the soil carbon content is relduidds change must be driven either
by a change in the soil properties (which isn't supported bglysis of the simulation) or a
reduction in the amount of carbon passed via litterfall ith® soil. The litterfall input of carbon
to soil is dependent on NPP (egn. 3.23 shows that littedalleipendent on the carbon content of
vegetation, egn. 3.18 shows the dependency on NPP of thercadmtent, and egn. 3.29 shows
that the steady state carbon content is dependent on NPBJluition in NPP therefore leads to
areduction in litterfall. The maximum rate of photosynikd¥,,) is larger from grass PFTs than
any other PFT, above’Q (see fig. 2.1). This means that the transition from a sowureesink of
CO, is dependent on the assumed formipf. Assuming that the behaviour of thég, function

is qualitatively correct, the main sources of uncertamtéthe source to sink transition result are
the correct specification of environmental temperaturerémices T, and7},,, in eqn. 2.23)

and the leaf nitrogen concentration.

Independent of whether the sink to source behaviour pesdlitst correct for the transition of

grass to shrub coverage, the discussion of the sink to stnamtsitions shows that when a PFT is
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replaced by another PFT with a lower mean NPP the result wilh period where the terrestrial
carbon cycle is a source of G@ntil the terrestrial carbon balance comes into equilifriwith

the new level of NPP.

4.7.3 Desert-Grass region

Figure 4.8(b) shows the rate of change of the terrestrigbararpool during the HadSM3-
TRIFFID experiment, averaged over Australia (this regisméfined as region 'a’ in fig. 4.5).
The Australian carbon pool exhibits no apparent trend. Thisonsistent with the fact that
the Australian region is dominated by C4 grass, fig. 4.6(ahrolighout the experiment the
Australian region fluctuates rapidly between being a paksource and sink of C§€) associated

with the C4 grass fluctuations.

4.8 Conclusions

The HadSM3-TRIFFID experiment presented here shows thygdtagon in the TRIFFID model
changes its fractional coverage on long timescales. Loggtadon timescales mean that the
terrestrial carbon cycle is slow to come to steady statafivel to the atmosphere. This has an
important implication for the initial length of “spin up” fagration required for those model
integrations which include dynamic vegetation. This wiliricularly effect palaeoclimate
simulations where there are larger uncertainties in raoected distributions of vegetation from
palaeorecords, as with greater uncertainty in the vegetatistributions the climate system is

further from a climate-vegetation equilibrium, and theditaken to reach equilibrium increases.

The characteristic timescales of different PFTs are algmwitant for the timing of successional
transitions between PFTs. During climate change a regiothefland surface may become
inhabitable, or uninhabitable for a particular PFT. Theairale of the dominant vegetation type

to grow in a region is crucial for estimates of the state of Il surface, and the terrestrial
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carbon cycle, and this is governed by the characteristiesgale. In another GCM experiment,
using the same GCM, but with a dynamic ocean model and a follypled carbon cycle (Cox
et al. (2001)) it was observed that a die-back of the Amazon raiasfioand global increase in
soil respiration changed the terrestrial carbon cycle feonet sink of CQ into a net source of
CO,. The recovery from this state in the model, if it occurredlatveould be dominated by the

timescales investigated here.

The estimated timescales for each vegetation type areasitoithe timescale of tree re-growth,
and therefore appear reasonable, but rigourous evaluafitime model results against obser-
vations is difficult given the length of observations reqdifWoodward and Beerling (1997)).
The TRIFFID model predicts an ecosystem type response stmitlological data is primarily
individual based. An individual pine tree species, for egban may propagate horizontally
through dispersion of seeds, however TRIFFID simulatesre¢hgrowth of forests, grass lands
and other ecosystems, rather than individual vegetati@tiep and may well operate on a
different timescale (Delcoust al. (1983)). TRIFFID does not represent the time needed for the
horizontal dispersion of seeds, and assumes that thereuflicient seeds corresponding to a

particular PFT (see chapter 6 for further discussion ofidsge).

A continental scale perturbation to vegetation is unethi@gapossible, and monitoring the
re-growth might take centuries. Moreover given the impwreaof understanding the behaviour
of the carbon cycle now, other methods must be sought toatalithe behaviour of the land
surface model. Observations of small scale deforestatimhre-growth provide some data on
the timescales involved in ecosystem recovery, but thesliest do not account for large scale
changes to the atmospheric circulation. Scaling resutts fsmall scale observations to global

scale predictions may not be a reliable source of validadfdhe dynamics of global vegetation.

Another approach is to investigate the variability of @rigtvegetation. The spectral analysis
presented in chapter 3 showed that TRIFFID attenuates ptreds variability at frequencies
above the characteristic timescale for re-growth. Howeesting the variability of global

vegetation using this approach would require datasetssat le000 years in length (for the tree
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PFTs). It may be possible in the future to use datasets ofsghasic CQ to infer the behaviour

of the biosphere. However to do this would require very higbotution A < 10 years), and
about 1,000 years in length. Such a dataset of @@els is not currently available. Even if such
a dataset did exist the extent to which £@riations were due to the ocean carbon cycle would

require investigation.

If it were possible to validate the rapid PFTs against olst@ms then predictions of the
behaviour of the slow PFTs could be considered more reliaBle ideal location over which
to investigate the behaviour of grass is Australia. S&tebbservations are not available for
the length of time required, however aerial photography meyide the data with which
to validate the dynamics of the vegetation (see Fensham airth¥ (2002), Kadmon and
Harari-Kremer (1999)). However any comparison betweentq@raphic data and the PFTs
predicted in TRIFFID would be a major project, and will notibeestigated further here. From
validation studies such as is included in Bedtsal. (2003) it is seen that correct simulation of

grass dynamics will require the simulation of grass-fireaiyits.

In chapter 3 it was shown that the re-growth rate of a PFT igdéent on the photosynthesis rate.
This dependency is illustrated here, where the differetimases ofr correspond to different
local climates, and large has been shown to be approximately inversely proportiocn®RP.
As was shown in chapter 3 the value ofn the logistic equation determines the time taken to
re-grow from any size perturbation, however when the atimespis included any perturbation
to the land surface large enough to make significant chamgelinate will alter the effectiver

value.

The impact of the characteristic timescat® yalues on the terrestrial carbon cycle has been
investigated, and the characteristic PFT timescale haa bBeewn to be important for the
behaviour of the terrestrial carbon cycle. The effect ofapheric conditions on the re-growth

of vegetation will be investigated further in the next clesipt
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CHAPTER 5

The atmosphere during regrowth

5.1 Introduction

In chapter 4 an experiment was discussed that illustrategk lime lags in the vegetation
structure. The large response time in terrestrial vegetatias also shown to be important for
the terrestrial carbon cycle. However, the changes in ¢éimaere not discussed, or the potential

interactions between climate and vegetation. We will itigese these aspects in this chapter.

Changes in the structure of vegetation result in changeseirstirface conditions. Betts (1999)
showed that the presence of vegetation in the HadCM2 modedlter the climate enough to be
significantly self-beneficial, and affects the equilibrivegetation structure. HadCM2 does not
use the MOSES2 scheme, though Betts (1999) uses TRIFFIDethcprequilibrium vegetation
distributions. As was shown in chapter 3, the response tinvegetation can vary as a function
of photosynthesis (and hence environmental conditions)s therefore important to test this
result in the full GCM model, and to quantify the importandeeavironmental conditions on
the transient behaviour of the vegetation. In the previduspter the characteristic response
timescales of the PFTs were estimated from a long GCM expatinAnalysis of the timescales
response to climate supported the results from the singlifi@del developed in chapter 3.
However a more controlled investigation is required to tiestdependency of PFT timescales on

changes in the climate.

In section 5.2 the evolution of the global surface climatethie GCM simulation is described.
Section 5.3 continues this analysis, describing regiodiahatology throughout the GCM
simulation using the same regions as in the previous chaptesection 5.4 the effects of the

the induced change in climate on the re-growth of vegetaidnvestigated. This requires the
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decoupling of vegetation and the atmosphere, and uses areaoffirsion of the surface exchange
scheme. This offline model also allows a detailed investigainto the mechanism that alters
the rate of re-growth in the Amazonian region. Finally, ictgm 5.5 the effect of atmospheric

feedbacks on the behaviour of the terrestrial carbon cgaléscussed for global vegetation.

5.2 Global Climate summary

Figure 4.3 shows the behaviour of the global coverage of RRibeighout the 300 year GCM

experiment. Grass re-grows within the first 15 years. Shredggow to dominance after 50 years.
Broadleaf tree PFT has nearly fully re-grown after 300 yealsedleleaf trees are substantially
less than the pre-agricultural coverages at the end of they&8r integration. In this section the

climate during the simulation is investigated.

The global land surface climate during the experiment issshim fig. 5.1, in terms of global
mean air temperature at 1.5 m above the land surface andl giwdzan precipitation over land.
Initially global surface air temperature over land droparoyre than 2.9 C. Global precipitation

is also reduced, by approximately 100 mm yearThe pre-agricultural global mean land surface
albedo is 24.6 % (using eqgn. 2.5). The global mean land saidimedo of the bare soil condition
is 25.2 %. This difference in surface albedo predicts ane@m®e in the amount of shortwave
radiation reflected and probably causes the drop in temperand the reduction in precipitation
(by reducing global evaporation). After 10 years of the $atian C3 and C4 grass have re-grown
in some areas, but shrub has not. The surface albedo atrttésdi26.6 %, implying a further
drop in land surface air temperature, which is seen in fig(a).1As shrubs re-grow the global
mean surface albedo drops by 0.2 %, and this corresponds itoutated increase in global
temperature of 1.0 C, although it is not clear from this description that thergeis driven by
surface albedo changes. As the tropical trees re-grow ttmbmean land surface albedo drops
by 1.5 %. The effect of increasing the global roughness leigto increase surface fluxes of
momentum, moisture and heat and will also be important ierd@hing the changes in climate.

The re-growth of broadleaf tree does not correspond to Aduihcrease in temperature, but an
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Figure 5.1 Changes in the global annual mean land surface climate, rimseof a) 1.5 m air
temperature and b) precipitation, throughout the 300 ye&NGexperiment, differenced against
the pre-agricultural control steady state simulation. Rgriculture mean values are 6.&, and

709 mm year!.

increase in precipitation over land of about 50 mm yéat the end of the simulation the land
surface albedo is still 0.8 % higher than the pre-agricaltaontrol simulation and the 1.5 m air
temperature over land is 0°4C cooler than the pre-agricultural simulation. This diffiece in

surface albedo is most likely due to the absence of the boesdts.
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Considering the global mean values of 1.5m air temperanggeecipitation does not investigate
which regions produce particular features of the obsemezditin global surface temperature and
precipitation. More detailed investigation is requireduttderstand the mechanism driving the
observed changes. Consideration of only the global me&m aiso hides the fact that vegetation
in one region may significantly alter the climate that anotiegion of vegetation is growing in.

Therefore we will concentrate our analysis of the causegenific regions. In choosing regions
to average the climate, those previously used to summaegetation behaviour in chapter 4
have been used; this approach allows comparison with thenadx changes in the land surface

structure, and divides the land surface into regions oflaimiegetation types.

5.3 Regional atmospheric change

5.3.1 Desert-Grass atmosphere

Figures 5.2(a), 5.2(b), 5.3(a), and 5.3(b) show the meateaiperature and precipitation rates
over the Australia and North Africa land surfaces. Both Né&frica and Australia are dominated
by bare soil and C4 grass. The interannual variation inifsaat coverage of C4 grass is large
(around 30 % fractional coverage over Australia), leadmgaipid changes in the land surface
properties. The average surface albedo over the Austegjiam is 22.6% (discarding the first
20 years of the simulation). The standard deviation in thamustralian surface albedo is 0.4
%. The mean Australian roughness length is 0.08 m, and theata deviation in this value is
0.01 m. The 1.5 m air temperature over Australia is close éqtie-agricultural air temperature
thoughout the simulation, though there is inter-annualatédity with an amplitude of 0.%
C. The North Africa region is cooler than the pre-agricwdtucontrol (~ 0.5’ C) thoughout
the simulation, though by the end of the simulation this seghas warmed. This change is
on the same timescale as the re-growth of the tropical trgerage. The fact that the North
Africa region is affected by the re-growth of the tropicabadleaf tree PFT, whilst no broadleaf

tree grows in the region illustrates the ability of vegematto affect the non-local climate, and
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highlights the importance of the vegetation response tales.

The mean precipitation over these regions also shows cenadild interannual variability
(approximately 25 % in both regions). It is unclear what ésithe variability in climate
over these regions.e. what contribution the variability of land surface propestimakes.
The results presented in chapter 3 show that variabilityhia tegetation fractional coverage
is driven by variability in the environmental conditions. olever previous studies of the
mechanisms of monsoon dynamics highlight the importanceegktation in modifying the
land surface properties (see chapter 1). This is one reg¢ianthe dynamical properties of
the land surface may strongly influence the dynamics of ¢émahe characteristic timescale
of C4 grass was estimated to be G60.1 years in the previous chapter. As this timescale
is similar to the monsoon cycle, vegetation attenuationhef énvironmental variability may
be important. Mechanisms altering the timescales of véigataesponse will therefore affect

the ability of vegetation to response to climatic varidpifind the feedback strength of vegetation.

5.3.2 Tropical Forest Atmosphere

During the re-growth experiment the climate over South Aozeaind South Africa follow similar
patterns. The mean temperatures (annual means, averagethewegions) are shown in figs.
5.2(c) and 5.2(d). During the first years both regions araneathan the pre-agricultural control
climate (approximately °L.C warmer). As the grasses re-grow the mean temperaturdsefailv
the pre-agricultural control climate ( -G.%C in South Africa and -10C in South America).
As the shrub PFT re-grows the average temperatures incabase the pre-agricultural control
(approximately 0.5C). Finally as the tree PFTs re-grow the average tempegstanereduced.
By the end of the simulation the average temperature is dimdbe pre-agricultural control
climate. Precipitation during the simulation also folloassimilar pattern in the two regions.
Initially both regions experience between 150 and 300 mntyekess precipitation than the
pre-agricultural control climate. There is not a clear ictpaf the grass and shrub re-growth.
However there is a clear increase in precipitation in thé 1&® years associated with the

re-growth of tree PFTs.
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Figure 5.2 Changes in the annual mean regional 1.5 m air temperatureutfhout the 300 year
GCM experiment. Air temperatures are plotted as the diffegewith the pre-agricultural control
simulations, for the different regions. The pre-agrictdlumean temperatures are given in the

sub-figure captions.
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Analysis of the mechanisms involved in the changes in tadaitimate is limited to retrospective

descriptions. However it is useful to understand the chaingmore detail. The observed cooling
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Figure 5.3 Changes in the annual mean regional precipitation ratespughout the 300 year
GCM experiment, compared to the precipitation rates sitealdby the pre-agricultural control
simulation, for the different regions. The pre-agriculiliclimate values are given in brackets in

the caption of each sub-figure.
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and increased precipitation associated with the intradnobf tropical tree PFTs is similar to
that observed by Osborrat al. (2003). Osbornet al. (2003) used HadAM3 (prescribed SSTs)
and prescribed vegetation distributions to quantify theildmium impact of tropical vegetation
removal. The simulations described by Osboghal. (2003) demonstrate that tropical vegetation
cools the land surface by enhancing latent heat fluxes. Theetefof vegetation on the local
climate have been investigated in detail for the Amazonoregi previous studies. Zergt al.
(1996) review simulations of the response of the climateafmstation of the Amazon basin
including 13 modelling studies (in this case deforestaisoiie removal of trees and replacement
by grassland). This review shows that Amazon trees act tbthedocal climate (on average
1.3 C), increase the evaporative flux of moisture (by 248 mmyean average), and increase

precipitation (by 326 mm yeat).

In the current experiment the re-growth of tree PFTs resuit decreases of the surface albedo
by 4.5% (averaged over the South America and South Africene} and increases the average
roughness length from 0.25 m to 0.70 m by the end of the simunlafThe increased roughness
length enhances surface fluxes of momentum and moisturén thétre-growth of tree PFTs in
South America and South Africa the surface wind magnitudeedeses by 0.4 m3 (17 % of
the final wind strength). The surface evaporation increage$50 mm year!. This increase

in evaporation from the surface is compensated for by ise@grecipitation (approximately
150 mm year' also), and the mean soil moisture content over South Amexizh South
Africa increases by 5 kg nt during the period of tree PFT re-growth. The average maastur
convergence (P-E) is largely unaltered by the re-growthesd in the two regions as the increase
in precipitation and evaporation approximately balancette increase in soil moisture suggests

enhanced moisture convergence.

5.3.3 Sub-tropical Forest Atmosphere

Figures 5.2(e) and 5.2(f) show the mean 1.5m air tempesaforehe Southern North America
and South Asia regions. In both regions there is an initiarelgse in air temperature-(1-2 ©

C), followed by a recovery, on the same timescales as theongtly of the shrub PFT, see figs.

128




Chapter 5 Transient experiment: the atmospheric influence

4.6(e) and 4.6(f). As the shrub PFT re-grows the mean air éeatpre in these regions increases
by 1.0°C. After this increase in temperature (which occurs in thet #i6 years) the local climate
remains 0.7 C cooler than the pre-agricultural control climate in SeathNorth America. In

South Asia there is a slight warming by the end of the simorhati

Figures 5.3(e) and 5.3(f) show the evolution of precipitatrates throughout the simulation,
for the Southern North America and South Asia regions. Thatl®wn North American
precipitation rate is trend-free throughout the simulatiand is less than, but close to the
pre-agricultural rate. In the South Asia region broadleaés re-grow during the simulation,
fig. 4.6(f), enhancing precipitation rates, which are aiigi around 150 mm yr! less than

the control simulation, but after 300 years the preciptatate is close to the pre-agricultural rate.

5.3.4 Boreal regions Atmosphere

Vegetation succession in Europe, Northern North Americag &orth Asia are charac-
terised initially by a re-growth of C3 type grass, which i®nhdisplaced by shrub. Shrub
re-growth is fastest in Europe (after 30 years), then Nonttiidorth America (after 60 years),
with the slowest re-growth of shrub in North Asia (after 14@ys; figs. 4.6(g), 4.6(i), and 4.6(h)).

Figures 5.2(g), 5.2(h), and 5.2(i) show the 1.5m air tertpeea for Europe, North Asia, and
Northern North America. All regions remain colder than thre-pgricultural air temperatures
throughout the simulation. The temperature plots are cheniaed by the initially rapid warming,
~ 2° C, followed by a more gradual rise in air temperature. Theahiise in air temperatures
is fastest in Europe, then North Asia, and Northern North Acaerecovers most slowly,
corresponding to the different re-growth timescales ofgheub PFT, figs. 4.6(g), 4.6(i), and
4.6(h).

Figures 5.3(g), 5.3(h), and 5.3(i) show the precipitatiates for Europe, North Asia, and

Northern North America. The recovery from the initial baml €onditions act to restore the
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pre-agricultural precipitation rate. Europe recoverscigest, then North Asia, and Northern
North America recovers towards the pre-agricultural stéae/est. This corresponds to the times
taken for shrubs to re-grow. Averaged over the three regibasoughness length is 0.30 m
less than the pre-agricultural equilibrium surface rowgsnlength at the end of the simulation,
and the surface albedo is 2.1 % greater than the pre-agniewquilibrium albedo. It is almost

certain that the reduced surface fluxes of moisture and mmmeand the reduced absorbed

surface radiation result in the observed differences irsthi&ace climatology.

Previous studies have also demonstrated the warming efféloe boreal forest. Studies such as
Bonanet al. (1992), Foleyet al. (1994), and Betts (2000) show that the change in surfacelalbe

associated with the presence boreal forests act to warnith&te in these regions (see chapter 1).

5.4 Offline Land surface experiments

In the HadSM3-TRIFFID experiment, the atmosphere is sicguifily altered by the changing
land surface properties (see sections 5.2 and 5.3). Frompréhdéous discussion it might be
hypothesised that this alters photosynthesis rates, @i@tige rates of vegetation growth; this
is supported in fig. 4.7, which shows a spreadrofalues, and the related variability of local
climates in temperature and precipitation. The envirortaletependency of was also predicted

in chapter 3. It is therefore important to investigate fartlhe sensitivity of growth rates to

changing land surface properties.

In order to investigate the importance of the effect of vatieh on it's own re-growth timescales,
an offline, single grid box version of the MOSES2 scheme @iairtg the TRIFFID model) was
forced with pre-agricultural surface datasets of net doanavghortwave and longwave radiation,
precipitation, horizontal wind components, 1.5m air terapgre, specific humidity and surface
pressure. For a description of the offline version of theamigrfexchange scheme see Esstn).
(2001). Tropical forest was selected for this investigati@cause a tree PFT dominated region

has the longest response time. Also, tropical forest hagthare-grown by the end of the 300
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year GCM experiment. Boreal forest had not fully re-growm trepical forest is more suitable
for comparison. A tropical forest region was also prefezabla boreal forest region because of
the clear effect of tropical forest re-growth on the atm@sphincreasing equatorial precipitation
(section 5.3). The particular grid box was chosen to be émtat central Amazonian because of
the hypothesised die-back of the Amazon forest area (Whige. (1999), Crameet al. (2001),
Coxet al. (2001), Bettset al. (2003)). The grid point is located at 56228/, 7.50° S and covers

a region of 3.75longitude by 2.50 latitude. The forcing dataset is 20 years long with 30 minute
temporal resolution, but was repeated to produce 300 ydatata. This method is similar to
the approach used by Siteh al. (2003), who model re-growth from bare soil of the terrestria
carbon cycle, ignoring vegetation-atmosphere feedbad&imng the offline model, vegetation was
initialised as bare soil and then allowed to re-grow, mirnigkthe original HadSM3-TRIFFID
experiment (which will be referred to as the GCM experimenthie following sections). The
forcing data is firstly derived from the pre-agriculture GGinulation, and hence does not
include vegetation feedbacks. This offline experiment bélreferred to as the CTL experiment.
Comparing the re-growth timescales from this pre-agnizalt offline simulation to the original
experiment quantifies the feedback effect of vegetation'®mivn timescales. The offline model
was also forced with a dataset derived from a global bare@BM simulation, as simulated by

the HadSM3 model, and this will be referred to as the BS eRremnt.

Figure 5.4 shows how the broadleaf tree PFT re-grows in theaBECTL experiments, and
compares it to the fully interactive GCM simulation. In th&lCexperiment the broadleaf
tree re-grows fully by the end of the simulation. At this ghidx the broadleaf tree had not
fully re-grown during the GCM simulation, reaching 60 % cmage after 300 years. In the BS
experiment the broadleaf tree re-grows more slowly, ordihéng 24 % coverage by the end of
the 300 years. This shows that the re-growth of tropical diliez tree is quickest during the CTL
experiment, and that the effect of the bare soil perturhaoto reduce the speed of broadleaf
PFT response. A key property of the TRIFFID vegetation maitilat the photosynthesis model
is directly coupled to the population model which preditis tates of expansion (see chapter 3).
In the CTL experiment the mean broadleaf net primary praditg{NPP) is 3.4<10~8 kg C nr2
s~!. During the GCM experiment, the mean NPP of the broadleafige.1x10~8 kg C m2
s~!. During the BS experiment the mean NPP of the broadleaf $rée7k 108 kg C m2 s71.
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Figure 5.4 Simulations for the Amazon region using the offline surfachange TRIFFID scheme
simulating re-growth of broadleaf tree fractional coveeagnder pre-agricultural climate(CTL
experiment) and atmospheric conditions consistent withajl deforestation conditions (BS ex-
periment). Also included is the fractional coverage of laileaf tree throughout the GCM exper-

iment.

Comparing the CTL and BS offline re-growth experiments shtves vegetation-atmospheric
feedbacks not only act to increase the possible amount @ftatign supported (shown by Betts
(1999)), but that, at least in the Amazon region, vegetdgeabacks act to increase the speed of

response of the broadleaf tree PFT.

The simplified model described in chapter 3 is used to vadida¢ hypothesis that the reduced
values of NPP cause the reduced rates of recovery. The singalel was constrained to re-grow
at approximately the same rate as the re-growth under pireu#igral climate (CTL) when NPP

is set to 3.41078 kg C m~2 s~! (N PP during the pre-agricultural re-growth, from the offline

model). Without changing any other model parameter the Isimmwdel was re-run for the two
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Figure 5.5 The offline test reproduced with the simple model developetapter 3. Re-growth
when the model is forced by pre-agricultural forcing is shoas the dashed black line. The
GCM experiment re-growth is shown with the solid black liRe-growth under global bare soil
conditions (BS) is shown with the solid grey line. The sinmpéalel was constrained to fit the
re-growth of broadleaf tree under pre-agricultural clineaCTL). The other runs were obtained
by setting the NPP value to that of the mean NPP simulateceimibre complex experiments (BS

and GCM experiments).

other values ofN PP, corresponding taVPP from the GCM experiment and from the BS
offline experiment. These three runs of the simplified modelshown in fig. 5.5. Figure 5.5
shows that the reduced NPP does cause the reduced rateswdrecT he final steady state of
fractional coverages also decreases with decreasing NREhs consistent with the steady
state analysis of the simplified model in chapter 3, and vhithgeneral self-beneficial behaviour
of vegetation simulated by Betts (1999). This analysisrbeshows that the simplified model
of chapter 3 has successfully distilled the essential mseE® of TRIFFID, and highlights the
dominant role that NPP plays.
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It has now been shown that the re-growth of vegetation isitba?$o environmental conditions.
By running the offline models it was shown that the re-growttbmadleaf tree in the GCM
experiment is slower than in the CTL experiment, and fagtan tunder global desert climate,
due to the induced changes in the climate. The mean NPP vafassnted show decreasing
NPP values with increasing re-growth rates which is coastswith the analysis of the simplified
model presented in chapter 3. This mechanism was then agEddising the simplified model.

The next stage is to investigate the cause of the reductibliPin

The offline surface exchange scheme, which includes thetatge model, is forced with 8
environmental variables : shortwave radiation flux, longsvaadiation flux, precipitation, air
temperature at 1.5 m, horizontal wind components at 1.5 rfasipressure, and the atmospheric
humidity content at 1.5 m height. The state of the differdithates are summarised for the
three experiments in table 5.1. The soil moisture profiletabie 5.1 show the soil moisture
profiles in the original climate simulations that generatesl forcing data (and therefore which
affect the physical state of the surface energy balancek stil moisture profiles calculated
during the offline experiments are shown in table 5.2, bexthise soil moisture values directly
modulate photosynthesis values (see section 2.2.3). Téieeclof means in summarising the
climate in CTL and BS experiments is a reasonable first ajymattion of the climates, as neither
experiments exhibit significant trends. As was discussesg@tion 5.3, and shown in fig. 5.2(d),
the 1.5m air temperature exhibits an initial warming of thiden of 1° C, and a systematic
cooling of the order of 0.3 C during the last 150 years of simulation over the South Acaeri
region. The South American region also experiences a sulaténcrease in precipitation
(around 200 mm yr') in the last 150 years, as shown in fig. 5.3(d). These chamgekmate
show that there are substantial trends in the climate datasd the mean climate is a less

representative measure of the state of the atmospheregdharGCM experiment.

The climate values shown in table 5.1 reflect the variatiophintosynthesis values (NP
> NPP;cnr > NPPgg). The precipitation is least during the BS experiment andtrfar the

CTL experiment. A similar trend is observed in air tempemtuvhere the BS experiment
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Variable CTL | GCM | BS
Net shortwave flux (W m?) 188.9| 187.7| 201.0
Net longwave flux (W m?) 48.6 | 58.1 | 82.9
Precipitation (mm yr1!) 2071 | 1534 | 1462
Air Temp (C) 248 | 27.4 | 30.1
Horizontal wind magnitude (m3) | 0.82 | 2.09 | 3.73
Surface Pressure (mb) 1008 | 1003 | 1007
Latent heat flux (W m?) 113.0| 89.4 | 73.4
Soil moisture 0.10 m (kg m®) 330.4| 296.4| 195.0
Soil moisture 0.25 m (kg m’) 326.8| 282.4| 188.9
Soil moisture 0.65 m (kg m?) 317.8| 285.0| 266.1
Soil moisture 2.00 m (kg m?) 310.4| 306.1| 276.1

Table 5.1 The mean climatic forcing conditions for the surface exggaacheme at the single
Amazon grid box. CTL is the pre-agricultural offline datas&s is the global desert forcing
dataset, and GCM are the conditions from the GCM re-growibegment. Soil levels are ar-
ranged in order of proximity to the surface, the distances tire thickness of the layer. The
soil moisture values correspond to those predicted in thgimal climate simulations, and only
affect the physical environment, as the offline model réatds the soil moisture content. Air

temperatures are very similak(0.2° C difference) to the surface temperatures.

is the hottest and CTL is the coolest. The soil moisture curgé@d the latent heat flux from
the surface also follow the same trend as the precipitatanes. Wind strength increases
such that BS> GCM > CTL, which is consistent with the fact that the roughnesgtieris

least in this experiment. The differences in net longwavkatéon flux relect differences in the
surface temperature (which is approximately equal to thieaiperature). The net shortwave flux

is also greatest during the BS experiment, and is probalaieatto changes in the surface albedo.

Comparing tables 5.1 and 5.2 for the BS experiment showshigbresence of vegetation acts

to increase the amount of water retained in the soil. The Cdeement soil moisture values
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Variable CTL BS

Soil moisture 0.10 m (kg m®) || 347.0| 267.0
Soil moisture 0.25 m (kg m’) || 348.4| 293.2
Soil moisture 0.65 m (kg m?) || 353.7 | 297.4
Soil moisture 2.00 m (kg m®) || 366.4 | 340.6

Table 5.2 The mean soil moisture properties as calculated in the efflirodel. These values
influence the vegetation photosynthesis estimates, winilse in the previous table influence the

physical environment.

in tables 5.1 and 5.2 shows that because vegetation is vérgydn the CTL offline experiment,

and is already established in the original experiment soiktare content is reduced.

The association of trends in the climate variables does mpiyi causality. One possible

interpretation of the values presented in table 5.1 wouldhbé the changes are largely driven
by changes in the precipitation associated with changesénland surface properties (both
local and remote), and that the photosynthesis changesarimated by changes in the surface
hydrology. A full investigation of the mechanisms involviedthese changes to the environment
will not be presented here, however it is clear that the enwirent does change, and whilst table
5.1 is qualitatively in agreement with the photosynthesikies it will be useful to investigate

the photosynthesis mechanisms in detail. Investigatiegntechanisms driving the changes in
environment in detail would require further offline studiaad would involve repeating the 300
year GCM experiment, storing the forcing conditions for tfline model at each timestep

(allowing multiple re-runs of the surface state).

Table 5.3 shows diagnostics from the terrestrial carbotecy@alues from all PFTs have been
included to demonstrate the variability of diagnosticsg am show the behaviour of the total
land surface. The carbon balance of broadleaf tree is tmeapyi focus, however. The mean
photosynthesis rate (GPP) increases for all PFTs such Bt < GPRyoym < GPRorr. The

mean photorespiration (plant respiration) is maximumrdyuthe GCM experiment, though plant

136




Chapter 5

Transient experiment: the atmospheric influence

Variable BL NL C3 C4 SH
BS experiment

GPP (KgCm2s1) 5.0<1078 | 1.8x1078 | 5.4x108 | 8.9x10~8 | 2.8x10~8
Plant respiration (Kg Cm? s71) || 3.4x107% | 1.1x1078 | 3.7x107® | 3.4x1078 | 1.6x107®
NPP (Kg C nt2s71) 1.7x107% | 6.4x107° | 1.7x1078 | 5.5x107® | 1.2x1078
Plant turnover rate (yeat) 2.5x1071 | 2.5x10! | 2.5x107! | 2.5x107! | 2.5x10~ ¢
GCM experiment

GPP (KgCm?2s1) 6.4x1078 | 2.4x1078 | 7.9x1078 | 1.2x107" | 3.9x1078
Plant respiration (Kg Cm? s™!) || 4.3x107% | 2.0x107% | 5.3x107® | 4.3x107% | 2.3x10"®
NPP (Kg C nt2s71) 2.1x107% | 4.4x107? | 2.6x107% | 8.0x1078 | 1.6x1078
Plant turnover rate (yeat) 2.5x107! | 2.5x107! | 2.5x107! | 2.5x107! | 2.5x107!
CTL experiment

GPP (KgCm2s1) 7.6x1078 | 3.5x107% | 9.0x1078 | 1.2x107" | 4.9x1078
Plant respiration (Kg C m? s™1) || 4.2x10~% | 1.8x107% | 5.0x107% | 4.3x107% | 2.3x1078
NPP (Kg C nt2s1) 3.4x107% | 1.6x1078 | 4.0x107® | 8.1x1078 | 2.6x1078
Plant turnover rate (yeat) 2.5x107! | 2.5x107! | 2.5x107! | 2.5x107! | 2.5x107!

Table 5.3 \egetation structure variables for BS, CTL, and GCM expenits at the single Amazon

grid box. GPP is the gross primary productivity, and is theamphotosynthesis. Plant respiration

is the mean photorespiration. NPP is the net primary proditgt and is the difference between
photosynthesis and photorespiration. The plant turnogés determines the rate of loss of carbon
from the plant carbon pool. BL is broadleaf tree. NL is neksietree. C3 is C3 type grass. C4
is C4 type grass. SH is shrub.

respiration is greater in CTL than in the BS experiment. Thktce between photosynthesis
and photorespiration (NPP) is such that NRR< NPP.cys < NPRopp, for all PFTs other than
needleleaf trees, where although the maximum NPP is dunedCiTL experiment, NPEs >
NPP;c)s (the difference is 2.01072 kg C m~2 s~1). This fact, in connection with the simple
model run shown in fig. 5.5 suggests that needleleaf PFT ageefwhich is small at these
latitudes) would take longer to re-grow in the GCM experindran in the BS experiment,

this is consistent with the fact that needleleaf trees gnowedlder environments. Table 5.3
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therefore shows that the photosynthesis increased in tieg BIS to GCM, to CTL, and although
photorespiration also increased this still resulted inraaréased NPP, and hence an increased
re-growth timescale. Table 5.3 also shows that the leabtumnrate is equal to the minimum
turnover rate;y, in Cox (2001), which is a constant value. This shows thateiased turnover
rates due to the phenological model are not important duhiege experiments. Photorespiration

is a function of temperature and is proportional to Vm, whics described in chapter 2, fig. 2.1.

In chapter 2 the photosynthesis scheme was described. Thesphthesis rate is the minimum
of three terms, limitation by the photosynthetic enzymeteys(Wc), by the rate at which
photosynthetic products can be exported, or PEP enzymetniivVe), and light limited (WI). It
is possible to extract these three terms from the offline kitimns, BS and CTL. Estimates of the
individual terms are not available from the GCM experiméerables 5.4 and 5.5 summarise the
different terms for the BS and CTL offline experiments andrthean values. By investigating
the individual limiting terms the sensitivity of the phoymghesis model to environmental

conditions during the offline experiments can be quantified.

Variable Wc (%) | We (%) | WI(%) We We Wi Wmin

Broadleaf tree|| 74 0 26 | 5.9x107% | 1.6x107° | 2.4x107° | 4.8x107°
Needleleaf treg| 82 0 18 | 2.6x107% | 6.9x1076 | 2.0x107° | 2.2x1076
C3grass 61 0 39 | 9.2x107% | 2.4x107° | 2.5x107° | 6.7x107°
C4 grass 57 2 41 | 1.8x107° | 6.6x107° | 2.9x107° | 1.4x107°
Shrub 78 0 22 | 45x1076 | 1.2x107° | 2.4x107° | 3.7x1076

Table 5.4 The fractions of the simulation for which each limiting factvas the minimum, for
the BS Amazon offline re-growth experiment, and the meaes#&bun the different photosynthesis
values (kg C m? s71), including the minimum of the different terms. On average i$Vthe
dominant limiting term for 70 % of the simulation. WI is thendoant limiting term for the

remaining 30 % of the simulation.

Although the photosynthesis model is light saturated atireilal50 W nv?2 (see chapter 2, fig.
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Variable Wc (%) | We (%) | WI(%) We We Wi Wmin

Broadleaf tree|| 69 0 31 | 7.7x1076 | 1.7x107° | 2.8x107° | 6.2x1076
Needleleaf treg| 77 0 23 | 3.8x107% | 8.7x1076 | 2.5x107° | 3.1x1076
C3grass 60 0 40 | 1.2x107° | 2.6x107° | 2.8x107° | 8.7x107°
C4 grass 60 0 40 | 1.6x107° | 6.9x107° | 2.6x107° | 1.2x107°
Shrub 75 0 25 | 5.8x1076 | 1.3x107° | 2.8x107° | 4.8x1076

Table 5.5 The fractions of the simulation for which each limiting facivas the minimum, for the
CTL Amazon offline re-growth experiment, and the mean vdbrabe different photosynthesis
values (kg C m? s™1), including the minimum of the different terms. On averagei$the dom-
inant limiting term for 68 % of the simulation. WI is the domuin limiting term for the remaining

32 % of the simulation. Note: C4 grass is limited by We durir@P% of the simulation.

2.2(c)), tables 5.4 and 5.5 show that light limitation is amportant limiting factor over the
simulation. This is associated with the daily variationslrortwave radiation. The importance
of the daily cycle in shortwave radiation was validated byuening the CTL experiment, with
the shortwave forcing data replaced with a running meanepthvious 24 hours (48 timesteps).
When this is done the vegetation model crashes. This shansiortance of the representation
of the daily cycle of shortwave radiation in the photosysteanodel. The We limitation factor
is of negligible importance during these experiments. Ftioephotosynthesis egns. (egns. 2.20

and 2.21) in chapter 2, it can be shown that light availabilikcomes the limiting factor when:

Vi o C3 plants
Ipag < 0.681(ci+Ke(1+92)) p 51

1
Vin 503391 C4 plants

The different variables are defined in chapter 2.

When photosynthesis is dominated by the RuBP enzyme syStéj ice. when equality 5.1 is
not satisfied, photosynthesis is proportional to the maxrimate of photosynthesis, Vm. Vm s a
function of temperature, with an optimum value for broafiteee PFT of 32 C (see chapter 2).

However, from the temperature values in table 5.1 we cantsé/Am increases CTk GCM
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< BS, the opposite direction to increases in GPP. This meaigtik increased GPP observed
for the broadleaf tree PFT is not caused by temperature. Bdyf® photosynthesis, the Wc
limitation term is equal to Vm, and comparing values for C4 jtotosynthesis for the BS and
CTL experiments we see that \Wg) > Wcorpy. For all C3 type photosynthesis Wy <
Wecrr), implying that another environmental variable offsets itierease in Vm. Other than
temperature and light, C3 type photosynthesis is also fdinatependent on the canopy level
humidity deficit, AQ. AQ affects the internal COconcentration, this relationship is defined in
egn. 2.25. The humidity deficit values are not available fier GCM experiment, but they are
available for the CTL and BS offline experiments. Table 5.6wshthe humidity deficit values

for these two offline experiments.

Variable || Broadleaf| Needleleaf| C3 grass| C4 grass| Shrub

BS 12.0 13.3 11.5 10.8 12.0
CTL 4.7 5.8 3.4 3.4 4.2

Table 5.6 Humidity deficits AQ (g kg!) for the BS and CTL offline experiments, for each PFT.

The values ofAQ in table 5.6 show that BS photosynthesis is uniformly mongéd by AQ than

experiment CTL. Equation 2.25 shows that’e® increases the internal G@ressure decreases,
reducing C3 type photosynthesis. The cause of the variatigrowth timescales is therefore
dependent on the canopy humidity deficit, which is a functibthe surface hydrology. In order
to test this dependency the CTL offline experiment was repeatith the 1.5 m humidity content
reduced by 5%. When this experiment is performed the rate-gfrowth of broadleaf tree is
reduced, and only reaches 4.5% coverage after 300 yeassdémionstrating that the re-growth

is highly sensitive to the surface hydrology.

In order to understand the physical mechanism regulatiagdkgrowth of broadleaf tree in the
GCM experiment it would be necessary to force the offline rhadth the boundary layer climate
data directly from the GCM experiment. This would allow dlei investigation of the physical

mechanism for NPP value predicted in CTL. Unfortunatelyyahle annual means fields were
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available from the GCM experiment, due to the length of timeusation. An attempt was made
to reconstruct 30 minute resolution climatological datady altering the climate datasets from
the CTL offline experiment so that the annual means equaétbbthe GCM experiment. When
this is done the predicted re-growth of broadleaf tree iy wtow, less than even the BS offline
experiment. In this experiment broadleaf tree has re-gtov7% coverage after 300 years. The
problem with the approach taken to reconstruct the 30 miregelution climate datasets is that

the physical coupling between the climate fields is not presk

5.5 Large scale variations in timescales

In the previous section it was shown thatdecreases with increasing NPP. This relationship
can then be used to qualitatively investigate globahlues on the global scale in the 300 year
GCM experiment. Figure 5.6 shows the difference betweeratieeage NPP during the GCM
experiment and the pre-agricultural control. The patterh&lPP are associated with global
differences in surface climatology. The global mean NPP daed (ignoring permanent ice
regions) increases uniformly, such that NRR; < NPP-yp, for each PFT. The global mean
NPP values over land not covered by permanent land ice, fdr B&T are: 7.810°'° kg C
m~2 s~! for broadleaf tree, 8571071 kg C m~2 s~! for needleleaf tree, 1:610~° kg C m 2

s~ ! for C3 type grass, 1410~ kg C m2 s~! for C4 type grass, and %80 'Y kgC m2s!

for the shrub PFT. As the average NPP values are larger irptiteot simulation, it follows from
the previous section that the average characteristic tabedor each PFT should be smaller
in the control simulation, than during the 300 year GCM ekipent. Figure 5.6 also shows,
however, that in some regions NE£y; > NPP-rr. In those regions the re-growth from bare
soil would take longer under pre-agricultural climate rlgaring the 300 year GCM experiment.
Considering the steady state vegetation distributionseupde-agricultural climate, as shown
in fig. 4.1 it is clear that those regions where NfPR; > NPP-71, correspond to the bare soil

regions under pre-agricultural climate.
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(e) Shrub

Figure 5.6 Changes in NPP (kg C m? s~1) for each PFT. The fields plotted are pre-agricultural
control minus the average NPP during the 300 year GCM re-gjniasxperiment.
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5.6 Conclusions

In the previous chapter the re-growth of the terrestrialspire was simulated using the
HadSM3 GCM, which includes the TRIFFID DGVM. In this chapgralysis of this experiment
is extended. The surface climatology throughout the sitimmais investigated. The most
noticeable effect is an increase in tropical precipitgtiansociated with the re-growth of the
tropical forests. Although it is not possible to deduce aseamechanism, it seems likely that
this increase in precipitation causes (rather than is drivg a reduction in air temperature. In
general, by analysing regional changes in the near-sudaoatology the link between climate
trends and the composition of land surface vegetation hess bstablished. The importance of

vegetation re-growth timescales for atmospheric changdban demonstrated.

From the growth timescale analysis presented in chapterw&ast hypothesised that changes
in the atmosphere induced by the initial land surface peation could affect the re-growth
timescales of vegetation. As these timescales have beamgbdave an important effect on the

atmosphere it was important to quantify this effect.

Vegetation in an offline, single grid box model was alloweddayrow from bare soil conditions.

When the re-growth of broadleaf tree at the single grid bosoimpared for these three experi-
ments a large change in the re-growth timescales is obseggse experiments show that the
broadleaf tree re-growth timescale was slower in the GCMBrpent than under pre-agricultural
control climate, but in both of these experiments, the min of broadleaf tree was more rapid
than when the offline model was forced with climate datasetheé bare soil experiment. This
trend in timescales is reflected in the fact the mean NPP glthiase experiments are inversely
proportional to the observed re-growth timescale, as wasdigted in chapter 3. Using the
simple model developed in chapter 3 the link between NPP exgulawth timescales was tested.
This test also highlights the result that relatively slowgrewth also corresponds to reduced

equilibrium coverage of broadleaf tree (also predictedhiapter 3).

Having established that changes in NPP caused the varimtios-growth timescales a more
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detailed investigation of the physical cause of the changeRP was presented. It was shown
that the different growth timescales were dominated by gearin the canopy humidity deficit.
A sensitivity experiment confirmed this result, and hightied the importance of the atmospheric

humidity content.

The effect of vegetation-atmosphere feedbacks on theawthrof vegetation has not been
investigated before in climatology (see, for example Sétlal. (2003)). The offline model is

only run at a single grid box, and the applicability of theules to the global scale requires
further experiments. However the investigations presthte show that substantial variations
in the growth timescales are possible, and in the partictéae of the re-growth of Amazon
broadleaf tree PFT, diagnose the physical cause of thiati@ii As the link between NPP and
re-growth timescale has been established by analysing Bt fiélds directly, timescales under
pre-agricultural control climate and during the 300 yearNG€xperiment can be quantitatively

investigated.
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CHAPTER 6

Summary and Future Reseach

6.1 Summary

In this thesis the behaviour of the dynamic vegetation madéhe HadSM3 GCM has been
investigated. HadSM3 uses a relatively new approach to Himgleglobal vegetation. The
Hadley Centre climate models (HadAM3, HadSM3, and HadCNi&)raportant climate models
in current climate research, and so it is vital to be awareheffull effects of including this
form of dynamic vegetation into these GCMs, as vegetatialdeen demonstrated to have an

important influence on the behaviour of the climate models.

In analysing the behaviour of vegetation in HadSM3 a hiénaaf 3 models was used. The most
simple model only includes the central mathematical coreptm of the dynamic vegetation
model. The full GCM, HadSM3 was used to simulate the respohsee atmosphere allowing
the behaviour of the dynamic vegetation to be investigatigiimthe climate system. An existing
offline version of the surface exchange scheme was also asedltde realistic representation

of the surface processes and to investigate results froi@ Gid.

In chapter 2 details of the Hadley Centre climate models wevieewed, but also presented in
chapter 2 were a series of experiments designed to investija sensitivity properties of the
GCM. These experiment include two traditional GCM experitsethe response of the GCM to
a doubling of atmospheric GQand the effects of imposing global desert land surfaceitiond.

Also presented is an experiment combining both global desmrditions and a doubling of

atmospheric C@ A pre-agricultural control run was also completed for camigon.
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The GCM response to a doubling of atmospheric ;CiBcludes a dramatic reduction of
Amazonian broadleaf tree PFT. This Amazon die-back has Ipeedicted previously, and
was discussed in chapter 1. Previous experiments inclutlieghmazon die-back result were
transient predictions of the response of climate to prepteinthropogenic emissions using fully
coupled dynamic atmosphere-ocean models. Our slab ocsatation shows that the dynamic
behaviour of the ocean is not a key component of the die-besikitt This experiment is unique
in that it predicts an Amazonian die-back in an idealisedbtiog of atmospheric CQ The fact
that the Amazon die-back is captured in the response to didguif CO, means that when the
steady state climate sensitivity to @& compared with other GCMs sensitivity estimates, the
Amazon die-back is included. When the climate response twublihg of CG, is calculated for
HadSM3 and compared with other GCMs it is seen that HadSM3ig reensitive to a doubling
of CO, than any other GCM. Moreover, by comparing the climatic oese to a doubling of
CO, under global desert conditions it was shown that includiagetation appears to increase
the sensitivity of HadSM3 to C© Examination of the spatial contributions to the respomse t
a doubling of CQ show that the largest changes in climate are associatedtiatiAmazon
die-back. The Amazon die-back result is an example of lamgde rapid restructuring of the
terrestrial biosphere, providing motivation for investigg the dynamical behaviour in more

detail.

The four GCM experiments discussed in chapter 2 can alsodzbtosnvestigate the effects of
vegetation on climate (control minus global desert) forg@gecultural CQ levels, and also for
doubled CQ levels. Comparing these two sets of experiments shows ¢hatdubled CQ the
self-beneficial effect of vegetation (see Betts (1999)eihuced, apparently due to the Amazon

die-back result.

The mathematical properties of the dynamic vegetation medee investigated using a simpli-
fied form of the DGVM in chapter 3. The dynamic vegetation mdsleased on the well-studied
Lotka-Volterra equations for competition. Manipulatioobthe DGVM equations show that
the expected transition between different competing PBTgradual rather than discrete. By

considering the simulated pre-agricultural vegetatiagtritiutions it was shown that despite the
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prediction of smooth transitions between competing PFTsleu pre-agricultural climate the
competing PFTs do not coexist at the same grid box. This igaaéferent optimum climatic

conditions for photosynthesis of the different PFTs, whicfurther discussed in chapter 4.

By making the assumption that the dominant vegetation behaean be modelled by consid-
ering only a single PFT, and by simplifying the leaf phenglagodel a simplified version of
the TRIFFID DGVM was derived. This form of TRIFFID was themaenstrated to capture the
behaviour of the full complexity TRIFFID model. The simpdifi model can then be used to
elucidate the behaviour of TRIFFID. The initial growth ratiee maximum growth rate, and the
intrinsic growth rate were all diagnosed from the simplifiBIFFID equations. The intrinsic
growth rate is the growth rate independent of the fractiammalerage. The actual growth rate
is dependent on the fractional coverage. The actual groatthis slowest when the fractional
coverage is smallest (the initial growth rate), and largelsén the fractional coverage is half
the maximum coverage (the maximum growth rate), howeven bbthese are determined by
the intrinsic growth rate. In the simple model the intringiowth rate depends linearly on NPP.
The steady state solutions of vegetation structure (cadensity and fractional coverage) were
derived. Steady state fractional coverage and vegetagidion density both increase non-linearly
with increasing NPP. The steady state fractional coveragemdency also introduces a threshold
effect, and below a critical level of NPP fractional covexdgnds to zero. It was also possible
to demonstrate the global stability of the TRIFFID modelol@&l stability is important in that it

shows that vegetation does not generate noise.

By reacting to environmental variability TRIFFID may inese the climatic variability relative
to a static vegetation structure model. Spectral analykithe simplified model shows that
when TRIFFID is forced with white noise (equal variabilityes all timescales) the variation in

vegetation structure is red noise (the variability deasagith increasing frequency).

A preliminary validation of the timescales involved in th&®IFFID model was attempted by
simulating the recovery of needleleaf tree PFT from the 1B08guska meteorite event. The

TRIFFID response time to a Tunguska-like reduction of neledf fractional coverage of 4%
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was shown to be consistent with observations. The obsenadtrecord for the recovery of forest

cover however is poor due to the remote location of the site.

The vegetation distributions under a pre-agriculturahelie steady state are presented in chapter
4 and discussed. By plotting functional coverage in climgtace the environmental niches
of each PFT are described. After analysing the behaviouhefdynamic vegetation model in
isolation from the atmosphere in the previous chapter, temapintroduces an experiment using
HadSM3 designed to investigate the behaviour of the vagatanodel when it interacts with
the atmosphere. The experiment sets vegetation cover balgii@sert land surface conditions.
Specifying global desert land surface conditions is a stethdxperiment designed to investigate

the maximum possible effects of vegetation on climate.

In this model simulation the vegetation is allowed to revgfor 300 years, interacting with the
atmosphere. After the 300 years vegetation has not retworae-agricultural distributions. This
experiment demonstrates the potential for long time lagkérvegetation-atmosphere system (as
represented in the HadSM3 model). These timescales arslasm to dominate the terrestrial
carbon cycle, controlling the transition from a source of,dfo the atmosphere to a sink of
CO,. Considering the predicted Amazon die-back, it is to be etqubthat using this model
to simulate the recovery from Amazon die-back conditionsjnailar pattern of source to sink

transitions would be simulated.

By fitting the observed re-growth of PFTs to a logistic equmatihe intrinsic timescale of each
vegetation PFT is estimated. In chapter 3 it was shown thatithescale is dependent on the
rate of photosynthesis and hence the surface climate. Tdlgsiin chapter 3 did not estimate
the range of timescales possible for each PFT. The timeseaténated for each PFT are plotted
as a function of the climate in which the PFT re-grows. Therithistion of re-growth timescales

is shown to be related to the predicted rate of photosyrghastlimate space, supporting the

idealised analysis in chapter 3.
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After describing the re-growth of vegetation in the predaihapter, in chapter 5 the effects of
vegetation-atmosphere interactions on vegetation retgréimescales is further investigated.
To do this an offline version of the surface exchange schenugdd. This allows vegetation
to re-grow under pre-agricultural climatic conditionsstieg the impact of the global desert
perturbation on the re-growth behaviour. The offline modeluin at a single grid box. The grid
box was chosen to represent central Amazon forest coverage. offline model was forced
with climatology from a previous pre-agricultural contimulation (CTL), and also a steady
state global desert land surface conditions simulation).(B&e re-growth of broadleaf tree
simulated in the CTL experiment is faster than during theridtive GCM simulation. In the
BS offline experiment the re-growth of broadleaf tree is glothan during the interactive GCM
simulation. This shows that changes in climate do alter ¢hgrowth rates and the effect can be
significant under reasonable changes in climate. The twioeffhodel runs also provide a means
of investigating the physical mechanism involved in theng®in re-growth timescale. The
different limiting mechanisms are investigated, illustrg the importance of light limitation, and
limitation by RuBP. The physical mechanism driving the restlirates of re-growth is shown to
be due to increased canopy level humidity deficit, and isfloee related to the hydrology of the
land surface rather than directly to temperature (thougfoolsly the two are coupled). Increased
steady state vegetation fractional coverage is linked ¢oelsed re-growth timescales, as was
predicted in chapter 3. This result is consistent with thekwad Betts (1999) who showed that
vegetation-atmosphere feedbacks increased the amouegefation supported by the climate.
The global effect of climate on the re-growth timescale ialigatively investigated by calculating
the difference in the global field of NPP during the 300 GCMeazxipent and the pre-agricultural
control simulation. Doing this shows that in most regionsPNBnd hence the intrinsic growth

rate) is greater under pre-agricultural climate than inttaesient GCM re-growth experiment.

6.2 Future research direction

As well as the more general research directions discussestdtion 6.3, there are several
phenomena which if included into the land surface represientin HadSM3 would increase the

realism. The two phenomena discussed here are seed didpritsdion of forest coverage and
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forest fire simulation. Other phenomena that could be censtiare the nitrogen limitation of

photosynthesis, interactive dust cycling, peat bog foimnatand the methane cycle.

6.2.1 Wild fire prediction

After climate and soil properties, wild fire is one of the msportant determinants of global
vegetation distributions. Woodward and Beerling (199%ggarise the ability to simulate wild
fire dynamics as an important benefit of using a DGVM. The Ha@lentre DGVM is currently

without a fire component, though work is underway to develapability to include the effects

of wild fire.

The probability of the occurrence of a wild fire is dependemttte trade off between available
fuel (vegetation carbon) and soil moisture. Wild fire prabigbalso increases as a function of
atmospheric oxygen content (Beerling and Woodward (200E))e models calibrated against
current observations are unlikely to perform well for pelgtate simulations where atmospheric
oxygen concentrations are different to present day corationis. Soil moisture is important
because a wild fire must evaporate the surface water befoodymmaterial can burn; however
vegetation requires sufficient moisture to successfullgtpsynthesise (produce fuel), and the
combination of these two effects means that a substantidfivei requires neither too dry nor too
wet conditions (Ricklefs (1997)). Malamwd al. (1998) investigate the interactions between fuel
and fire extent, using a simple computer model. Malamiual. (1998) show that a reduction in
the frequency of fires (either by natural variability or bytteopogenic suppression of wild fires)
can lead to a build up of available vegetation carbon. Wheiidifire does occur, the area burnt
is much larger. It is suggested by Malametdal. (1998) that this effect links the unusually severe
forest fires in Yellowstone park in 1988 with the previousigobf fire suppression, causing the
build up of fuel. Quinlaret al. (2003) investigate the impact of fire frequency in a real egichl
system, highlighting the variability in plant species m@sge to burning. Thonicket al. (2001)
attempt to model fire within the LPJ-DGVM model. Thonickeal. (2001) ignore the explicit
effects of fuel availability, and model the probability ofiiee occurring (p) in a particular grid

box, on a particular day, as a function of the dead fuel mastoncentration, m (e 0), using
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eqn. 6.1.

p(m) = ¢ e’ (6.1)

me is the critical value of m above which fire is considered to beeamt. The grid box fraction
burnt by fire is then assumed to increase exponentially witk.t Thonickeet al. (2001) suggest
that neglecting the effects of fuel-fire dynamics reducesahility of the model to accurately

simulate vegetation in arid regions.

Fire can also be an important component of the global carlole cPageet al. (2002) show that
wild fires in Indonesia during 1997-1998 doubled the grovetie iof atmospheric CO Wild fire
also influences the cycling of nutrients (Thoniakeal. (2001)). Modelling fire may also provide
a valuable method for validating models. Predicted fireudiginces can be validated against
satellite observations, for the present day. This methagésl by Thonicket al. (2001) to test
their global wild fire model. Fire models can also be checkgairest records of black carbon.
Black carbon is a patrticularly stable form of carbon, pramiiérom incomplete combustion of
vegetation and fossil fuelg(g. Schmidt and Noack (2000), Kuhlbusch (1998)). The stabidity
black carbon means that records of it can provide an impbhiatory of fire occurrences, with
which to test the DGVM. As has been mentioned, the need fodatidn of the behaviour of

DGVMs is an important focus in the development of DGVMs.

6.2.2 Seed dispersal

The ability for biomes to migrate is an important element ghamic vegetation modelling
(Van Minnenet al. (2000)). In TRIFFID it is assumed that at every land-grid ltosre is a small
fraction of each PFT establisheth( % coverage)j.e. it is assumed that vegetation expansion

is not limited by population dispersal between grid boxes.
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Deglaciation after the ice age left large regions bare ari@ida for re-colonisation. In this
instance the assumption that each grid box is already seeibdtiree PFTs is unrealistic.
Paleoecological evidence suggests that the northern pkeris forests dispersed 1,000 km
northward overl0, 000 years (Clarket al. (1998)). The results presented in chapter 4 suggest
that if a glacial-interglacial experiment were to be run be éxisting model the northern forests
might be established approximatedy000 years sooner than observed; this discrepancy would
lead to a significant error in predictions of the state of tnadl surface for that period. These
errors would also translate into errors in the state of thesérial carbon cycle. The northward
expansion of the forests may also have been limited by théngedf northern permafrost (Hoek

(2001)).

To model seed dispersal realistically would require a suttstl increase in model complexity.
Seeds are dispersed by various mechanisms (see Howe andyN&887), p. 268), including
wind dispersal. Moreover seed dispersal rates are dondirtateextreme events (Clardt al.

(1998)) making the task of modelling a realistic seed cyekneharder.

Direct simulation of seed redistribution is computatibpatxpensive, and the mechanisms
involved in dispersal are still being debated in the ecaalliterature (Clarket al. (1998)).
Computational expense is especially problematic whenlaiinns span thousands of years. A
more simple option is made possible by assuming that seegdenseparated into ’heavy’ and
light’ seed types. The light seeds are assumed to have afalbaut rate in the atmosphere, and
are quickly redistributed within the atmosphere. This ispmsed as a first attempt at moving
away from the approach currently included in dynamic globedetation models. Currently
global vegetation models assume that vegetation seedpgaimns are either uniformly seeded,
as is assumed in MOSES?2, or that vegetation spatial diisitaido not change dynamically
(Clark et al. (1998)). PFTs with light seeds.g. the grass PFTs) could be assumed not to
be limited by seed dispersal. Heavier seeds fall out of theogphere much more rapidly.
As a first approximation it could be assumed that only griddsoadjacent to a vegetated (by
that particular heavy-seed PFT) grid box may become seedleth&t PFT. This could be
accomplished by introducing a mask array into the model. sk array would have three

pseudo-vertical levels, representing broadleaf tree RE@dleleaf tree PFT, and perhaps shrub
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PFT. Inclusion of shrub PFT is dependent on the actual diefiniaf the shrub PFT, and the
seed properties of the species included in this PFT. Iragfiid boxes (set to '0’) are unable to
re-grow the particular PFT, and the PFT coverage is heldatzero coverage. The distribution
of active cells in the mask is updated by considering the himigring grid box states (the
quantity of source seeds) of each inactive grid box, and dleal Isurface environment (the
conditions for germination). Under prolonged extreme alieman active grid box may also
become inactive. The division of seeds into 'heavy’ andhiigs an extreme form of the obser-

vation that seed size is inversely proportional to the disgdalistance (Roff and Fairbairn (2001)).

As it is formulated here the seed model assumes timescales-f@eding an area. The time step
for updating the mask array, and the rate at which a grid bawines active when surrounding
active grid boxes must be assumed. The seed dispersal modelimilude some general con-
ditions required for the germination of seeds. By introdgcihis model a better representation
of the land surface properties, and the terrestrial carlyote @ver the glacial-interglacial cycle
may be achieved. Updating the active mask region as a funcfithe previous active region,
introduces the potential for the unrealistic extinctiomdFT. This could be avoided by randomly
activating a suitablei.e. within specified climatic bounds) grid box at a prescribetd.ralThe
approach of a mask and update rules makes use of conceptssfratial ecology which are

commonly used to simulate spatial interactions (see TilarahKareiva (1997)).

6.3 Discussion

This thesis has used the HadSM3 climate model. This versidheoHadley Centre climate
model uses a thermodynamic, slab model representatiore afdban. In HadSM3 the terrestrial
carbon cycle is not coupled to the global carbon cycle eitMwdelling the interactions of the
terrestrial carbon cycle would require the ocean carbotedgcbe represented, which would in
turn require ocean dynamics to be simulatied. fve would be using the HadCM3 model). This
would substantially increase the computational expengehied in such long term simulations

as this thesis suggests are required to study the behavithe terrestrial vegetation.
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Understanding vegetation-atmosphere interactions @tesvthe inclusion of more processes.
With increased model complexity there will always be an éase in the ability to constrain
the models to what is expected, and it is reasonable to trgdoae the complexity of cycles to
what are considered to be reasonable general principlgstiiat vegetation cannot increase it's
biomass indefinitely, or that that vegetation biomass ieddpnt on NPP). However it may be
the case that ignoring certain systems or processes meatrthéhclimate model is too crude a

representation to capture the behaviour of the real Eadiesy

It is perhaps by simulating the global carbon cycle intévat that models of the terrestrial
carbon cycle may best be validated. Testing the carbon egslgonse to ENSO in HadCM3
allowed Joneset al. (2001) to validate interactions between climate and théaarcycle

component. Simulating the glacial-interglacial cycle Imate and C@ may also provide a
good way to validate the climate models. The current trerdeireloping computationally cheap
Earth system models of reduced complexity, will providefuisiols for exhaustive testing of

global carbon cycle models.

If climate does have the potential to exist in more than oablststate then the behaviour of the
climate system in states where climate is between stabiessis crucial. An example of this
is the study by Renssest al. (2003b) which shows how global vegetation may play a crucial
role in the stability of the climate system (see also Higghsl. (2002)). The possibility that
the climate is currently in one of these crucial states gtiens the importance of studying the

behaviour of the land surface.

The results from this thesis highlight the importance ofuaately predicting photosynthesis
values. The inter-comparison study by Crameal. (2001) forced different global vegetation
models with identical climate datasets, and observed thdigied NPP. This study shows that
there is significant variation in the predicted NPP betwdeba]) vegetation models (see chapter

1),
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This thesis has shown the importance but also the complekitye terrestrial carbon cycle. The
underlying dynamics of the TRIFFID are based upon some offrithbst basic theoretic aspects of
ecology (logistic growth and competition). The opportyriit develop and apply more complex
and advanced ecological models is huge. Given our reliancglabal vegetation biomass for
most of our sustenance and the changes to the environmegahdy anthropogenic emissions,

the need for this research is equally large.
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