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Abstract

There has been much recent interest in the atmospheric science commuwityreimpact of
the stratosphere on the troposphere. In particular this interest hasséaton a 'mode of vari-
ability’ in the atmosphere known as the Arctic Oscillation (AO). Recent anahgsissuggested
that predictability of the tropospheric AO may be obtained from the state ofttaspheric
AO. However much of this research has been of a purely qualitativeendtuthis thesis a more

gquantitative basis for the impact of the stratosphere on the troposphetaldished.

The first part of the thesis presents a quantitative statistical analysis of &\0 dataset derived
from NCEP re-analysis. A relationship between the AO in the lower stragvspdnd on the
1000hPa surface on a 10-45 day time scale is revealed. The relationsbimés for~ 5% of the

variance of the 1000hPa time series and is statistically significant.

The second part of the thesis examines the response of the tropospbbeanges to the strato-
spheric initial conditions in a state-of-the-art numerical weather prediatiotel. In each case
two ensemble forecasts, each with 30 ensemble members, are initialised witkhrdif&ato-
spheric initial conditions. In three different case studies the initial conditiothe stratosphere
have a statistically significant impact on the tropospheric flow of up to 100a2@ 1000hPa
geopotential height.

A mechanism for the impact of the stratosphere on the troposphere isspohpd.ong-lived,
lower stratospheric Potential Vorticity anomalies cause changes to traggraspyinoptic systems.
The aggregated impact of changes to tropospheric synoptic systemstnoagbysonto the North

Atlantic Oscillation structure and hence onto the AO structure.
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CHAPTER 1

Introduction

1.1 Introduction and Aims

For much of the past 30 years the accepted view of the stratosphereopndphere could be
summarised by a model of stratospheric dynamics as the “slave” to a tragasprhaster”. This

model is best captured by the study of Matsuno (1971) which describatspheric sudden
warmings using a model with a fixed input of planetary waves at the lowendasy near the
tropopause. While this model was extremely successful in capturing mucle ofytramics of

a sudden warming its implicit assumption was that a major change to the dynamicahlistr
of the stratosphere would have no impact on the troposphere and henamtunt of upward

propagating tropospheric planetary wave activity.

While a few studies during this period examined the tropospheric resporise stratospheric
flow (see later review) it was not until the analysis of Baldwin and Dunke(i®99) that the
slave-master model was brought into question. Baldwin and Dunkert@hausew diagnostic
of flow in the stratosphere and troposphere (The Arctic Oscillation (AQYdsmn and Wallace
(1998))) to examine variability throughout the depth of the atmospherein@stratospheric
sudden warmings the state of the AO in the stratosphere undergoes Ip@gudes from its
normal amplitude. The subsequent evolution of the tropospheric AO isthitasards similar
departures from its mean amplitude. In this context the model of a passivesgtneric “slave”

to the tropospheric “master” may no longer be valid.

The study of Baldwin and Dunkerton provoked much renewed intereseidythamical relation-
ship between the stratosphere and troposphere. The aim of this thesiarih&r investigate the
impact of the stratosphere on the troposphere using a sophisticated raimether prediction

model and a simple statistical model. The thesis seeks to answer the followistipgse
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e Does the stratospheric state have an influence on the tropospheric flow ?

— What is the quantitative size of this influence ?

— By what dynamical mechanism does the influence occur ?

e Are medium, extended and long raRderecasts of the tropospheric state improved by

considering the stratospheric state ?

1.2 The Stratospheric “Slave”, Tropospheric “Master” Model

As mentioned in the introduction, much of the thinking about the stratosphdreé@osphere
over the past thirty years has been based on the numerical model ofslratic sudden warming
developed by Matsuno (1971). Stratospheric sudden warmings agle magor departures of the
northern hemisphere stratospheric state from its climatological norm dusitigenn hemisphere
winter. A review of observational and dynamical studies of stratospkadden warmings can

be found in O’Neill (2003).

The Matsuno model of stratospheric sudden warmings is as follows:

e Unusually large amplitudes of upward propagating planetary waves aecgnpoleward
heat transport (Eliassen and Palm, 1961). This leads to an induceavaoditmd westward
circulation (in the traditional Eulerian mean framework) which acts to weakempdiar

night jet. Eventually the westerly polar night jet becomes easterly.

e Local zonal mean zonal windspeeds which are zero or easterly famitical layer for
planetary waves (Salby, 1996). Critical layers are regions of the atmeospver which the
theory of linear, steady, conservative wave propagation breaka.dmwthe critical layer

wave activity is absorbed.

e The absorption of wave-activity leads to an easterly acceleration beloeritiwal layer.
Eventually the zonal mean zonal windspeed beneath the critical layer wilhieeasterly.

This leads to a gradual downward progression of the critical layer tbthartropopause.

LIn this context the standard forecast ranges are defined as, mealig®:- 72-240 Hours, extended-range:10-30

days, long-range: greater than 30 days
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Notice that in this model there is downward progression of a signal (ie ttieattine) from the
upper stratosphere to the troposphere even though the forcing of tloisgsris upward from the
troposphere to the stratosphere. This process does not involve dodvimnansfer of information
because the easterly acceleration below the critical line is dependenthgpamount of upward
propagating planetary wave activity and the zonal mean state below ardcaitittal line (Plumb
and Semeniuk, 2002). There are many examples of this process in meggoirodtuding the
Plumb (1977) mechanism for the downward descent of the QBO.

Indeed, downward propagating zonal mean zonal wind anomalies in #iesgthere have been
observed in a range of different numerical models in response to timagaagd time constant

lower boundary forcing (Holton and Mass, 1976; Scaife and Jam@§, Zhristiansen, 2000).

It is clear from the large body of literature which has investigated stratsgpsudden warmings
that the troposphere plays an important role in the dynamics of the stratespheaumber of

recent papers have questioned the assumption in many of the studiedfaditaves state of the
stratosphere has no impact on the future development of the tropostereest of this thesis

investigates this impact.

1.3 The influence of the Stratosphere on the Troposphere

1.3.1 Observational Basis

Soon after the identification of the first stratospheric warming by Sched84p) there was an
immediate interest in the relationship between such large dynamical changesstoatiospheric

flow during the sudden warming and the tropospheric evolution.

Labitzke (1965) noted that for a particular subset of both major and miaomiags termed
'European’ warmings there appeared to be a relationship with the circutatesrwestern Europe.
In particular, 10 days after the onset of the stratospheric warming aibppkttern was set up at
the end of the North Atlantic storm track. Another observational study hiyo@1986) found
that there was a relationship between 500hPa blocking and 10hPa wahuiribat blocks led

warmings by an average of 3.5 days. However there was one exampleapfospheric block
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lagging a stratospheric warming by 15 days.

Kodera et al. (1990) found a longer term relationship between the IdRd wind in December
and the tropospheric winds in the polar region the following February,kattéra and Chiba
(1995) suggested a mechanism for this interaction using a study of thaaliyusrge 1984/85

stratospheric warming.

These early observational studies suggested that there may be a rbiptioetsveen the strato-
sphere and troposphere, but generally failed to determine a consietergation between the

stratosphere and troposphere because of:

e The lack of a single diagnostic which could fully represent stratospheddrapospheric

variability.

e The lack of a consistent long record dataset.

1.3.1.1 The Arctic Oscillation

During the early 1990s a series of papers developed the idea of a hemisgtale mode of vari-
ability in the Northern Hemisphere, termed the Arctic Oscillation (AO). This modempassed
the stratosphere and troposphere and could be used to examine coanpéddlity of the two

systems.

Early attempts to link stratospheric and tropospheric variability in data were ma&aldwin
et al. (1994) and Perlwitz and Graf (1995). Both papers used Emp®ithogonal Function
(EOF) analysis techniques on geopotential height fields. This technimsgeta 'succinctly de-
scribe the joint space/time variability of the many variables in the [geopotentgttheata set’
(Wilks, 1995). The result of this analysis is a series of eigenvectors psrohgeopotential
height. The eigenvectors have associated principal components wisictiogethe amplitude of
the eigenvectors at a particular time. The variability of the geopotential heagaset can then
be reconstructed by a linear sum of the eigenvectors multiplied by their gartprincipal com-
ponents at a given time. The principal components also have the propartiieir timeseries are

uncorrelated.
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Baldwin et al. (1994) analysed a set of National Meteorological Cemigpgiential height data.
They showed that zonal mean zonal winds throughout the stratosphergoposphere were
correlated with the second EOF of the northern hemisphere height aP&00the second EOF

has a structure similar to the North Atlantic Oscillation (NAO).

Perlwitz and Graf (1995) performed Canonical Correlation Analysi3XJof long record 500hPa
and 50hPa geopotential height time series. This technique is similar to EOianaly looks
for patterns in two datasets which maximise the correlation between them. Toeedliwo
linked modes of variability in the stratosphere and troposphere. Theffilsése is a barotropic
mode which takes the form of a wavenumber 1 pattern in the stratosphetkeaRdcific/North
American pattern in the troposphere. The second is a baroclinic mode redtesi strength of

the polar vortex in the stratosphere and North Atlantic variability in the tropagph

Both these studies suggested that the large-scale variability in the stratsypigetroposphere
could be linked. The two studies also linked the strength of the polar vortexaiitéibility in the

North Atlantic storm track.

Thompson and Wallace (1998) extended the use of EOF analysis oftgatipbheight to the
longer NCEP re-analysis dataset. They also made an important changplofss by consid-
ering the first EOF of the surface pressure dataset. The structuris ofidille has one centre of
action over the Arctic and two other centres of action over the Pacific andt&tlacean basins.
This structure is shown in Figure 1.1 (a) for geopotential height on th@HR® pressure sur-
face (although this is not the same procedure as adopted by Thompsoviadiade (1998) the
structure is similar). This mode was termed the Arctic Oscillation (AQO) to distinguislont
the North Atlantic Oscillation (NAO) which is confined to one ocean basin. &ssgons of this
mode onto the height structure at other levels in the atmosphere produce sondily symmet-
ric modes. Thompson and Wallace (1998) claim that this shows the presfeadeep barotropic
mode throughout the atmosphere, and that the variability in the stratosptteteoposphere is

linked.

Further characterisation of the structure of the AO was made in ThompsioWaltace (2000a).
This was achieved by the use of both NCEP reanalysis and other datagké&se papers Thomp-
son and Wallace linked the first EOF of geopotential height in the NorthetrSauthern Hemi-
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1000hPa

100hPa 10hPa

Figure 1.1 Structure of the Arctic Oscillation reproduced from Baldwin and Dunkertt990).
Figures show regression of geopotential height against principalpmrants of EOF analysis.
Units are metres, shading indicates negative values.(a) shows AO ahR@0®) shows AO at

500hPa, (c) shows AO at 100hPa and (d) shows AO at 10hPa.
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sphere and called these structures 'Annular Modes’. According tenpson and Wallace the

’Annular Modes’ have the following important features:

e A zonally symmetric structure with high latitude centres of action near 5NE in the

lower troposphere, tilted to 65N/S in the upper troposphere-lower stratosphere.

e A two season structure with an active season during which the AO externlds strato-
sphere (Southern Hemisphere (November), Northern Hemispherea(yadarch)) and an

inactive season in which the mode is confined to the troposphere.

e A node line located around 45\/S. This region is associated with an anomalous poleward

eddy flux of westerly momentum and a region of positive temperature anonadltes

surface overlaid by negative temperature anomalies aloft.

The most important conclusion of this series of papers is that variability inabiééand Atlantic
is linked by a hemispheric mode of variability. Some authors have doubtedatabnity in the
two storm track regions is linked. Deser (2000) showed that the cormeladgitveen the Atlantic
and Pacific centres of action of the AO is very weak. The relationship leet®tP and the
stratosphere is much larger in an EOF of SLP confined to the Atlantic sectootigaconfined to
the Pacific sector. Deser concluded that the apparent zonally symmetdizistrof the AO is due
to the dominance of the Arctic centre of action in the variability of both the PagificAdlantic
sectors. Ambaum et al. (2001) also showed that EOF analysis may el téxe underlying
dynamical structure of Northern hemisphere variability. They used a sirapéeto show that two
same-signed points in an EOF need not necessarily have correlated tieseaed that the Pacific
and Atlantic centres of action of the AO are only weakly correlated in agneemith Deser
(2000). The behaviour of the zonal mean zonal winds in the Atlantic aoifié®hasins is vastly
different with increasing AO index. Zonal winds in the Atlantic basin fornplit sropospheric jet
with increasing AO index, there is no such evidence of this in the Pacificrsétdaever a recent
study by Branstator (2002) showed that variations in the Southern Asisaguide act over a
hemispheric scale and are reproduced in correlations of the 300hBaftretion with the NAO

index.

There is much debate in the literature about the physical relevance of thaiad@ostic and
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the links between variability in the Northern Hemisphere Pacific and Atlantic dtacck regions.
This question is not directly addressed in the thesis due to the wealth of lieeedteiady available
on the subject. In some sections of the thesis it is assumed that the AO cagdie aafficiently
diagnose hemispheric scale variability. The relevance of this mode to damsebetween the

stratosphere and troposphere is addressed in chapter 4.

Baldwin and Dunkerton (1999) extended the analysis of Thompson atldc&/g1998) to all
levels in the NCEP reanalysis dataset. The structure of the AO in the middlespio@e and
stratosphere is shown in Figure 1.1. In the stratosphere (Figure 1.hdcjd®) the AO has
a structure related to the strength of the stratospheric polar vortex. In tiitenmtiidposphere

(Figure 1.1 (b)) the AO has a more convoluted structure which is hardetetipret.

Baldwin and Dunkerton also defined an Arctic Oscillation Index (AQOI). Thiex measures the
amplitude of the Arctic Oscillation at a particular level of the atmosphere attecylar time.
Analysis of the Arctic Oscillation Index showed evidence that the phaseedhttex propagates
from the stratosphere to the troposphere. This is shown in Figure 1.2lafigeenegative AO
amplitudes in the stratosphere during late February 1999 are associatedwatienumber two
stratospheric sudden warming. The AO in the troposphere appears tadeel lhoward negative
values for up to 60 days following the event. However it is also important te that a similar
period of negative stratospheric AO amplitude in December and Januasyndo appear to have

a relationship with the troposphere.

Baldwin and Dunkerton (2001) formed composites of the largest amplitudev&dts in their
dataset. Extreme events are defined in the 10hPa AO index as those weclessthan -3.0
AO index for weak vortex composites and greater than +1.5 AO index fongtvortex compos-
ites. The two composites are shown in Figure 1.3. The structures of theameadtrong vortex
composites are similar. Large magnitude AO index values in the stratospkgreaeded by the
same sign AO index values in the troposphere approximately 10 days tefgreak of the event.
Large magnitude AO index values persist in the middle stratosphere fonchrfidays and in
the lower stratosphere for around 60 days. During this period the trbpaspAO index has the
same sign as the stratospheric part of the AO amplitude but much largeriltgriatiime. The

composite structure confirms the suggestion in Baldwin and Dunkerton Y f¢#darge anoma-

lies in the AO index in the stratosphere precede persistent AO anomaliess#rtteesign in the
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Figure 1.2 AO Index for Northern Hemisphere 1998/1999. Data from Mark Baldwine Bolours
show positive values of AO Index and indicate undisturbed zonal flahcéteurs show negative
values of AO Index and indicate disturbed zonal flow. Values of AO ige=ter than -0.5 and

less than 0.5 are not shaded.
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A Composite of 18 Weak Vortex Events
10 o W W -30
30 km
hPa 20
100 m »
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\ 10
m ___a i 0
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B - ~ Composite of 30 Strong Vortex Events
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Figure 1.32 Composite of AO amplitude for (a)18 weak vortex events and (b)30 strorgx
events. Figure taken from Baldwin and Dunkerton (2001) provided bwlan Mode website
at http://horizon.atmos.colostate.edu/ao. Red colours show negative \al#€3 index, Blue
colours show positive values of AO index. Contour interval is 0.25 for tadisg and 0.5 for the

white contours. Values between -0.25 and 0.25 are unshaded.
troposphere

Gillett et al. (2001) showed that the cross correlation between the 100Rad&x timeseries and
the 1000hPa AO timeseries is significant at th&@&onfidence level when compared to an AR(1)
(Wilks, 1995) noise model run as 1000 monte-carlo simulations. This shibaethe connections
described in Baldwin and Dunkerton (1999) have a statistical basis. dpereby Baldwin and
Dunkerton suggested that some predictability of the tropospheric flow beudthtained from the

stratospheric flow. This has been investigated more explicitly by a seriesefitrpapers.

10
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Thompson et al. (2002) examined the relationship between tropospheriersgtomes and the
stratospheric flow using a similar compositing techniques. Composites of sudaperature
showed that surface temperature over most of the Northern Hemispiwtieents is lower by
up to 4 K following weak stratospheric vortex conditions compared to strivatpspheric vortex
conditions. Warmer conditions occur over Greenland. This temperaturempiattessociated with

changes to the strength of the zonal flow over the Northern Hemisphere.

Baldwin et al. (2003a) and Charlton et al. (2003) (Chapter 2 of this thizsther examined the
statistical basis for a relationship between the AO in the stratosphere amdpimre using a
simple statistical forecasting model. Both papers found that including stregdspnformation
in statistical forecasts of the troposphere increased the skill of thoseafsts by~ 5% for daily
forecasts (Charlton et al., 2003) ard20% for forecasts of the monthly mean (Baldwin et al.,
2003a). These studies show that the improvement to forecasting on edteanttje timescales
gained by using extra, stratospheric information suggested by Thompabii2602) can be seen

in AO datasets.

The series of papers by Thompson and Wallace, Baldwin and Dunkertbathers identified a
hemispheric mode of variability which encompassed the troposphere-ptratessystem. More-
over they used this mode to suggest that on extended-range andadaasencales the strato-

sphere could be extremely important for tropospheric prediction.

While analysis of atmospheric data suggested that the stratosphere argptrere are connected
it was not possible to determine that there is a causal relationship betwestnatosphere and
troposphere. It could be suggested that the apparent downwagpdgatiion of AO anomalies
from the stratosphere to the troposphere is due to the different ratelafiew of tropospherically

forced anomalies in the stratosphere and troposphere.

The next section describes numerical modelling experiments which meabaredsponse of

the troposphere to a prescribed stratospheric change. The signifimanspheric responses to
changes to stratospheric conditions observed in these experimentsteagheat the link between
the stratosphere and troposphere revealed in the data analysis deabbe is related to a real

impact of the stratospheric state on the tropospheric flow.

11
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1.4 The influence of the Stratosphere on the Troposphere in Numer-

ical Models

This section outlines experiments which investigated the influence of the gptiateson the tro-
posphere. There is a hierarchy of numerical models of the stratospbposphere system which
have been used to investigate this impact. The simplest of these models invedtigapeopa-
gation of planetary waves in a beta-channel (Holton and Mass, 19d@&hammost complicated
were high horizontal resolution numerical weather prediction models. flidges described in

this section are grouped according to the complexity of the numerical moeglinshe study.

1.4.1 Mechanistic Models

The term mechanistic models refers to a sub-set of very simple numericalsyafdbe tropo-
sphere and stratosphere. Many of the models used in the experiments iectios sire variants
of the Holton and Mass model (Holton and Mass, 1976). This model is a simptegentation
of the interaction of the zonal-mean state with planetary wave activity. In itselntbdel is not
suitable for the examination of the impact of the stratosphere on the tropesplétwo of the

simple studies described below extend this model to include a basic tropespher

The model is a quasi-geostrophic, beta-plane channel model. Thegpasirophic system ne-
glects terms in the primitive equations which have order greater than the \RNsshber. A
beta-plane channel model is a model which has limited horizontal extent intituelilsal direc-
tion. Over this limited range a constant value for the rate of change of plsinaigticity with
latitude (beta) can be assumed (Holton, 1992). The Holton and Mass nasdeldwer boundary
at the tropopause. The troposphere is parameterised as a single zonahicaat the bottom

boundary.

The advantage of models of the Holton and Mass type is that they are verfg singbcheap to
run. This means that a large number of integrations can be performed edsbywith the goal of
using these integrations to understand the basic dynamics of the real atmeapt much larger

and more complex GCMs.

12




Chapter 1 Introduction

Plumb and Semeniuk (2002) used a standard stratosphere-only vefrsienHolton and Mass
with a specified tropospheric wave forcing in which the choice of parasgrevents sponta-
neous oscillation to investigate the downward propagation of zonal meat wimd anoma-
lies. By changing the structure of the model to exclude wave-reflectiordamehward control’
(Haynes et al., 1991) effects they show that much of the downwardagading signal in the
stratosphere is related to the downward descent of critical lines fordpbyoic planetary waves.
While this study reinforced many of the previous investigations of downwacillations in the

stratosphere it did not examine the impact of these vacillations on the tragesph

Kodera and Kuroda (2000) made changes to the Holton and Mass modeluddameridional
propagation of planetary waves and extend the bottom boundary of thed todlde surface. Their
model showed similar downward vacillations as the Holton and Mass model wititast bound-
ary forcing. Kodera and Kuroda state that downward vacillations in thalzeind penetrate into
the troposphere and affect planetary wave activity here. Howevigmttoelel has a single value
of static stability which makes diagnosis of the position of the tropopause diffitkhe magni-
tude of change to the zonal wind in the model in the upper stratosphere i2 &is® times the
magnitude of changes to the zonal wind in the real atmosphere. This sedj¢fest the changes

to the tropospheric flow observed in this model may be somewhat unrealistic.

Eichelberger and Holton (2002) extended the Kodera and Kuroda rbggeécing its centre at
45N and making changes to the representation of boundary conditioissallBwved a more direct
comparison of the mechanistic model with the AO. The model produced similandand prop-

agating signals in the second meridional mode which describes the AO varidliiléytimescale
of this variability is around 60 days, significantly shorter than Kodera amwd¢a (2000) and on

a similar time scale to that observed by Baldwin and Dunkerton (2001).

Mechanistic model studies showed that downward propagation of zandl (@nd hence AO)
anomalies in the stratosphere can be reproduced by the interaction dfapjaweaves and the
zonal flow. However it is not clear that the same mechanism can be usegl&inethe links
between the stratosphere and troposphere in Baldwin and Dunkert@h)(2Ib understand the
links between the stratosphere and troposphere more sophisticated mimedtelling tech-

niques must be used.
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1.4.2 General Circulation Model Studies

To understand the impact of the stratosphere on the troposphere it Bsapcéo use a model
which includes a good representation of both the stratosphere andphgpes This means a
General Circulation Model is required. The models used in studies in thHisisere of varying
complexity and horizontal and vertical resolution. The common link between #ikis that
they solve the primitive equations on a sphere. There are two ways in wkpehiments can be

formulated to examine the relationship between the stratosphere and trepmsph

e Model Dynamics Problem.Make changes to the model dynamics of the stratosphere and

examine the impact upon the troposphere.

e Initial Value Problem. Make changes to the initial conditions in the stratosphere and ex-

amine the impact upon the troposphere.

1.4.2.1 Model Dynamics Problem

Model dynamics experiments were first conceived by Boville (1984 )\ilBomade changes to
the hyper-diffusion parameterisation in the stratosphere of a simple 9 |6ML Ghanges to the
diffusion parameterisation had impacts on the mean circulation of troposphnesesubsequent
paper Boville and Cheng (1988) showed that there was similar troposgeersitivity to the

height of the model lid and the Rayleigh friction parameterisation in a more dimaitésl 26 level

GCM.

Recently, similar experiments have been conducted with more sophisticateds.GSlgrton
(2003) used the Met Office Unified Model to run a series of experimentghioh the damp-
ing in the stratosphere was increased. This was achieved by increasiagntunt of Rayleigh
friction in the stratosphere in a similar way to Boville and Cheng (1988). Thevitmincreased
Rayleigh friction has a stratospheric state with a permanently warmed potarard much re-
duced intra-seasonal variability. The changes to the Rayleigh frictiamperisation produced

a change to the tropospheric flow which have a structure very similar to the AO

Polvani and Kushner (2002) produced similar changes to the tropdsgdlmr in a simple
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GCM by making changes to the horizontal gradient of the equilibrium temperatafile in

the stratosphere. Weakening the equilibrium temperature profile results éalewpolar night
jet. Changes to the stratospheric polar night jet resulted in changes toditierpand intensity
of the tropospheric jet. When the polar night jet was strong the tropasgkeers strengthened

and moved further poleward.

These papers showed that making a change to the time-mean stratosphkehiadlan impact
on the time-mean flow in the troposphere. There are two deficiencies of tiigaah. Firstly

changes made to the stratosphere flow result in an unrealistic stratosphemofhpared to cur-
rent climatology. This means that while model dynamics experiments show thages to the
stratosphere can influence the troposphere their relevance to thémeapaere is limited. The
stratosphere would never achieve the unrealistic states imposed in modelidgrexperiments.
Secondly these experiments examine the time mean response of the tropasjiin@osed strato-
spheric changes. This has limited application for forecasting, where tiserd response of the
troposphere to an imposed stratospheric change is required. Modahdysexperiments are
more suited to studies of the response of the troposphere to changesstifatiosphere under

climate change (Hartmann et al., 2000).

1.4.2.2 Initial Value Problems

The transient response of the troposphere to an imposed stratosgtargeds best examined
with initial condition experiments. There have been somewhat fewer of gtedées over the
past twenty years. Boville and Baumhefner (1990) investigated the gafwtbpospheric fore-
cast errors with two different GCMs, one of which had a lower top atPEOhError growth in
the troposphere was slightly greater in the model with the low top, suggestin¢hthaetter
representation of the stratosphere in the control model contributed to reasecin tropospheric
predictive skill. Hamilton (1993) suggested that there was increasedsphpdc predictability

after stratospheric sudden warmings.

The experiments in chapter 3 and 4 of this thesis are most closely related tadiietKodera
etal. (1991). Kodera et al. examined the changes to the tropospheltitien when changes were

made to the initial conditions in the stratosphere. Two runs of the same GCMcwaengared.
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The first, control run had a strong polar vortex in the initial conditions. Jéwond, perturbed
run had the same tropospheric initial conditions as the control run butlastr@@ospheric vortex
in the stratospheric initial conditions. Differences in the tropospheric fletwéen the control
and perturbed runs showed the influence of the stratospheric initiaiticorsdon the troposphere.
Kodera et al. showed that the the stratosphere has an influence onpbspineric zonal flow

over timescales of 16-45 days. The size of this influenee 1$ms—!.

There are a limited number of studies which have investigated the transiponcesf the tro-
posphere to imposed stratospheric changes. Chapter 3 and 4 of thisnttiesigempt to use a
similar methodology to the one used by Kodera et al. (1991) to further inagstifjis problem

and its relevance to medium and extended-range weather forecasts.

1.4.3 Regime Studies

Further to the direct examination of the impact of the stratosphere on thespioge described
above two other studies have examined the coupled relationship betwednatbsphere and
troposphere in differing regimes of planetary wave activity in a simple GCHil&these studies
do not directly examine the impact of the stratosphere on the troposphareahelusions have

some bearing on this issue.

Taguchi et al. (2001) performed a parameter sweep experiment with e<B@i. The model’s
temperature response was limited to a Newtonian heating and cooling schenienaoidtgoro-
cesses were excluded. 110, 1000 day integrations of the model wévenped, the only differ-
ence to each run being the height of a sinusoidal surface topograipisyhas the effect of altering

the amount of planetary wave activity in the system. Four distinct flow regineggl@ntified.
1. Linear Wave propagation, Strong Polar Vortex
2. Quasi-Linear Wave propagation, small undulations in Vortex Strength

3. Non-Linear Wave propagation, intermittent breakdowns of the polaex.o

4. Weak or permanently warmed state of the vortex.
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Lag correlation analysis of zonal mean zonal wind and temperatures in ttel stltowed that
the correlation between stratospheric and tropospheric fields incraagleel amount of planetary
wave activity increased. A 'downward propagating’ structure to theadigmonly present in

regimes 3 and 4.

Taguchi et al. also emphasised the presence of two different timeseaes/bich anomalies
descended through the stratosphere into the upper tropospherersttiméiscale was associated
with individual stratospheric sudden warming events, and took up to 19tdgyropagate from
the upper stratosphere to the upper troposphere. The second timeasakwer and related to
the propensity of the atmosphere to have stratospheric sudden warmitigprdpagation could
take over 60 days to move between the upper stratosphere and uppsptrepe and is similar to

the vacillation cycles in a number of mechanistic model studies (eg Koderaumodd (2000)).

Extension of this work to examine Annular Mode behaviour was descripdddpuchi and Yoden
(2002). They found that the annularity of tropospheric flow and its redaticthe stratosphere
is highly dependent upon the regime as described above. In regimes3(guodsi-linear wave
propagation and non-linear wave propagation) the tropospheric flowsshvidence of a wave
one structure. Only in the non-linear wave propagation regime was thgreigmficant evi-

dence of a relationship between the stratosphere and tropospherémékeale for downward

propagation of zonal wind anomalies to the lower troposphere was afid®i80 days.

These studies suggested that the relationship between the stratosghempasphere is highly
dependent on the amount of planetary wave activity present in the motd.réinforces the
point made by Baldwin and Dunkerton (2001) that connections betweestri®sphere and
troposphere may be associated with large magnitude changes to the sgdtopplar vortex.

These changes would be unlikely to occur in the low planetary wave actagiynes in Taguchi

et al. (2001).
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1.5 Mechanisms for the impact of the stratosphere on the tropo-

sphere

Although there is a large body of literature which suggests that the straiostate has an
impact on the troposphere, there is little agreement in the literature about thamisa for this
link. Mechanisms proposed to explain the impact of the stratosphere on pusteere can be

broadly divided into three categories.

1. Reflection of Tropospheric planetary waves in the Stratosphere

One proposed theory for the influence of the stratosphere on the ptogresis that the
stratosphere can form reflecting surfaces for tropospheric plgnetares which are then

directed back toward the troposphere and interfere with planetary wtivéyathere.

Perlwitz and Harnik (2003) discussed the possibility that reflecting sesféor planetary
waves can form in the northern hemisphere stratosphere. The reflet{itanetary wave
activity back into the troposphere would change the tropospheric flostautially. Perl-
witz and Harnik showed evidence that a reflecting surface for tropogpblanetary waves
forms in the upper stratosphere during some winters and that associatedisvatwaveg-
uide for planetary waves in the middle and lower stratosphere channelsawésaativity

to the high latitude troposphere.

One of the problems of this mechanism is that although Perlwitz and Harr(i8] pbesent
evidence that there is some reflection of waves in the stratosphere back tbwdropo-

sphere, the quantitative size of the impact of these reflected waves in pospicere is
unclear. Also, current studies of this mechanism have only noted datwrebetween a
reflecting zonal mean zonal wind structure and changes to the tropasfloe. It need

not be the case that the presence of a reflecting zonal mean zonaltwicii® leads to
significant reflection of planetary waves in the upper stratosphere osubh a reflection

is the cause of the changes to the tropospheric flow.

2. Downward descent of critical lines from the stratosphere into theroposphere

Many authors have attempted to understand the impact of the stratosphire toopo-

sphere in terms of a downward progression of critical lines similar to thatafitchanism
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of Matsuno (1971). While it is clear that much of the downward progressiaonal mean
zonal wind and temperature anomalies in the stratosphere can be undensteoms of
this mechanism (Plumb and Semeniuk, 2002) it is not clear how this mechanigdbzo

generalised to include an impact on the troposphere.

Zhou et al. (2002) examined a 22 year subset of NCEP/NCAR re-andlyts. They made
composites of events in which there is a large temperature anomaly at 10h&ath€én
compared events in which this is followed by a large temperature anomaly in tiee low
stratosphere (200hPa) and those in which it is not. They found thatgddownward
propagating events there are two pulses of planetary wave activity. réheffthese occurs
prior to the warming event and is followed by downward descent of a dritiea  This
results in a positive feedback on the zonal wind and hence refractiex which allows
wave activity to be refracted poleward further down in the atmosphemeraa shift in the

tropospheric jets around 20 days after the peak of the warming event.

This study highlights one of the problems of this mechanism. In many casegjingline
composites shown in this study, critical lines for planetary waves do noeddsnto the
troposphere. This means that a further mechanism must be invoked tthddake way in

which the descending critical line interacts with the troposphere.

3. Balanced, hydrostatic and geostrophic adjustment of the tropsphere to the strato-

spheric PV distribution

A further mechanism by which the troposphere and stratosphere caacinterthe bal-
anced geostrophic and hydrostatic adjustment of the tropospheric flow stritospheric
PV distribution. This mechanism differs from those described above irthiétalanced
geostrophic and hydrostatic adjustment described here would beaffgdtistantaneous.
A theory of the influence of the stratosphere and troposphere whickesthis mechanism
must also explain why the impact of large amplitude changes to the stratosfiwerio

the troposphere tends to occur some time after the peak of stratosphetic eve

Ambaum and Hoskins (2002) developed a simple dynamical theory of redatfmsibe-
tween the stratosphere and the troposphere over the North Atlantic S€kisitheory is
summarised in figure 1.4. A deeper Icelandic Low (IC) lowers the tropsgauer the Ice-

landic region. This results in enhanced equatorward refraction offgegsve activity and
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Figure 1.4 Ambaum and Hoskins theory of NAO stratosphere-troposphere lifites fambaum
and Hoskins (2002)). See text for details.

less wave breaking in the stratospheric jet. The strong stratospherinjbegagarded as
a positive PV anomaly in the polar lower stratosphere. This PV anomaly s#us@olar
tropopause to rise. This results in vortex stretching in the polar region andsequent
increase in positive vorticity over the pole and associated low pressuna.sipth Hartley
et al. (1998) and Black (2002) have shown that stratospheric PV diesncauld induce
differences to the tropospheric flow of similar order, using piecewisasiegeostrophic
PV inversion techniques. Ambaum and Hoskins (2002) supported theirytheth with
observational evidence from the ERA-15 dataset and a simple model iot¢naction be-
tween the stratosphere and troposphere. Their simple model suggestdtGathange to
the stratospheric Potential Vorticity causes a 1/12 change to the tropgpassere. The
typical changes to the height of the tropopause associated with this chemgetween
300 and 500m. Regressions of a stratospheric PV index with the heigte obifopause

produce changes of similar size.
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1.6 The importance of understanding the impact of the stratosphere

on the troposphere.

There are two main reasons why the study of links between the stratospitet®posphere are

important.

Firstly extended-range and seasonal forecasting is currently arofwnerest for many of the
major numerical weather prediction centres around the world. Palmer ashefgon (1994) dis-
cussed the scientific, economic and social benefits of skillful seasditpons. If a connection
exists between the stratosphere and troposphere and provides dktra sktended-range and
seasonal timescales then the representation of the stratosphere irabEascasting models may
be extremely important. The representation of the stratosphere requirietLiate these effects
in seasonal forecasting models cannot be determined until the couplingdsetie stratosphere

and troposphere is fully understood.

Secondly, changes to the stratospheric flow associated with climate chapgeawea significant
impact on the troposphere (Hartmann et al., 2000). Current obseryatiow a negative trend in
Arctic Sea Level Pressure (SLP) (Walsh et al., 1996). A similar trendrtbttee positive phase
of the AO is reported by Thompson et al. (2000b). A trend to a particulasgbf the AO would
produce changes to the mean temperature of the Northern Hemispheifgeahtha distribution
of extreme temperature events (Thompson and Wallace, 2001). It hasbggested that these
trends may be related to similar trends in the stratosphere. There has beeeral glownward
trend in stratospheric zonal mean zonal temperatures (Shine et al., @383he past twenty
years which is well simulated by numerical models, either in response to imgosechouse gas
and ozone changes or with coupled chemistry simulations. This also refgrageend toward the

positive phase of the AO in the stratosphere.

If the stratosphere does have a significant impact on tropospheric clineaté thould be impor-
tant to understand how this impact took place. There are, however a nofnditber issues, not
necessarily related to the impact of the stratosphere on the tropospheherarhain unresolved.
The future response of the stratosphere under climate change is thet aaflgeme debate in

the literature. Shindell et al. (1999) showed that in the low horizontalugsn GISS model in-
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creasing greenhouse gas concentrations caused a deepeningtdttigpkeric polar vortex and
a strengthening of the polar night jet. On the contrary many other auttp@Gillett et al. (2003)
and references therein) have shown a warming of the polar vortex alidhate change associ-
ated with a large increase in tropospheric planetary wave activity. The irmpazbne depletion
on the polar vortex is thought to be to cool the vortex (Kindem and Chrigtigr)01), however
because of the uncertainty of future ozone changes over the arctitif/and Butchart, 1994)

the impact of ozone changes on the future stratospheric state is alsonumkno

There is also some evidence that stratospheric climate change trends lilavad significant
impact on the troposphere. The link between the stratospheric and trepimspgsponses to
climate change is also unclear. Gillett et al. (2002) compared the respbitse surface AO

to doubledC' O, conditions in a model with its top boundary at 30km and a model with a well-
resolved stratosphere and a top boundary at 80km. The responsetafbspheric AO in the
two models was spatially similar. There was also no evidence in the two modelsgwiificant

tropospheric response to stratospheric ozone depletion.

To understand the influence of the stratosphere on the troposphearedlinthte change a much
better understanding of the mechanism and character of the stratospfieence on the tropo-

sphere in the current climate is required.

1.7 Summary

There is a broad literature which covers the impact of the stratosphere troplosphere, much of
which was motivated by the original studies of Baldwin and Dunkerton amiipison and Wal-
lace. Current knowledge of the impact of the stratosphere on the trogespan be summarised

as

e Large-scale atmospheric variability in the stratosphere and troposdrebe characterised
by the first empirical orthogonal function of geopotential height, the Ar&cillation
(Thompson and Wallace, 1998)

e Large variations in the amplitude of stratospheric AO appear to proceed suailations
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in the tropospheric AO (Baldwin and Dunkerton, 1999) on timescales @0ldays.

e Composite pictures of the tropospheric flow following large departureseddtiiatospheric
AO (Baldwin and Dunkerton, 2001) or the polar night jet (Thompson e280D2) from its
climatological state show significant changes to a number of tropospheaimpters such
as mean air temperature and the position of the mean storm track as well aptisplreric

AO.

e Numerical modelling studies which make changes to the model dynamics of the strato
sphere show an equilibrium tropospheric response to the structuresifai@spheric polar
vortex (Norton, 2003; Polvani and Kushner, 2002). The tropasplehange has hemi-

spheric scale and a similar structure to the AO.

e The mechanism for the impact of the stratosphere on the troposphereersaimand may

be different on differing timescales.

1.8 Plan of the Thesis

In this thesis we investigate the influence of the stratosphere on the tr@vespith particular
emphasis on the quantitative size of this link and its usefulness for tropiselieended-range

and seasonal forecasting.

A number of techniques are used to investigate the problem

e Chapter 2 looks at the links between the stratosphere and troposphdimm &0 index
dataset. A statistical forecasting model is used to evaluate the improvemeiill ébrs

forecasts which use stratospheric information over those which do not.

e Chapters 3 and 4 use a medium-range numerical weather prediction mogeairime the
links between the stratosphere and troposphere in three case studipterGhoutlines the

experimental methodology used. Chapter 4 describes the results.

e Chapter 5 uses a hemispheric Potential Vorticity inverter to diagnose thdocain-
geostrophic and hydrostatic adjustment of the troposphere to the stratiespl distri-

bution in one of the case studies of chapter 4.
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e The conclusions of the thesis are presented in chapter 6.
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CHAPTER 2

Statistical Modelling

2.1 Introduction

Chapter 1 introduced the concept of a statistical relationship betweendhesgtiere and tropo-
sphere. Much of the previous work in this area has used descripttisistd techniques, such as

the thresholding analysis of Baldwin and Dunkerton (2001). This analy/pisrely qualitative.

The purpose of this chapter is to evaluate quantitatively the relationship dxetive stratosphere
and troposphere and its statistical robustness. The approach delv@iabés chapter is to ex-
amine the predictive capability of the stratosphere to forecast the trogespherms of the AO

pattern, using multiple linear regression techniques. This should be sé®m @ext logical step

in the level of complexity of statistical techniques applied to AO datasets.

The method differs from the thresholding methods used previously in a nuoflbeportant
ways. First it uses all of the data available, rather than pre-selectindargly events. Second,
it also allows us to quantify the size of any potential relationship. Third it allquentitative
comparison of the size of relationships between the troposphere and itdedtfie stratosphere

and troposphere.

This chapter is based on the paper Charlton et al. (2003) which hapbkkshed in the Quarterly

Journal of the Royal Meteorological Society.
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2.2 Datasets and Methodology

2.2.1 Datasets

The datasets used in the study are summarised in Table 2.1. The daily AO amtifitadseries
used is described in Baldwin and Dunkerton (1999). It contains the ampldfithe AO on 17
pressure levels extracted from NCAR/NCEP Re-Analysis geopotent@itdata between 1958
and 2000. For technical details see Baldwin and Dunkerton (1999) .

We also examine connections between the stratosphere and tropospbtreridatasets. This
provides a test of relationships found in the AO dataset which could bedugr of the AO
diagnostic. These data sets are zonal mean diagnostics traditionally usatbsgheric analysis.
They consider the variability around one latitude circle and may be lessseapagive of the
variability over the northern hemisphere as a whole. If any relationshipdeetithe variables can
be found in non-AO diagnostics it would suggest the relationship is rangnot a product of
the AO diagnostic. These extra diagnostics were extracted from ECM\AANRBEsis (ERA-15,
Gibson et al. (1997)) and ECMWF Operational Analysis datasets held 8ritish Atmospheric
Data Centre (BADC). Before any analysis is performed the mean anncialisyremoved from
the ERA-15 datasets. This prevents the annual cycle from contaminatingstiies. All datasets

are then standardised to have a mean of zero and standard deviatios. of lnin allows us to

Name Description Levels Time Range Source

AO Daily Amplitude 17 1958-2000 Baldwin and Dunkerton
of AO (1999)

u Zonal Mean 17 1979-2000 ERA-15 and
Zonal Wind at 60N ECMWF Operational

Analysis

Filtered®s Geopotential Height 17 1979-2000 ERA-15 and
RMS error ECMWF Operational
from zonal mean at 60N Analysis

Table 2.1 Datasets used in the study
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simplify some of the equations describing the relationships between varialiles statistical

model.

In this study we focus on the use of daily data. It has been suggestaldtsitinal to noise ratio
could be reduced by smoothing data in some way. In this chapter we fodalplata as this is

the simplest way of addressing the problem.

2.2.2 Methodology

To investigate the relationship between the stratospheric and troposphescop the AO we
construct a linear statistical model. This model attempts to quantify the effeetatfonships
between the stratospheric AO and the tropospheric AO and the tropaspleand itself. This
is the next logical step from the work of Baldwin and Dunkerton. It attempdgsigmtitatively test
ideas that are implicit in the compositing techniques employed by both Baldwin ankieton
(2001) and Thompson et al. (2002).

By fitting the model for a variety of lags between different time series welaeeta examine the

time scales on which each of these relationships is important and how largeatienships are.

The statistical model is given by:

Y.t +7) = Bo(T)y(t) + Bi(7)x,(t) + €(t) (2.1)

where :

y.(t) - is the AO index on a pressure surface z at time t (in days)

x,(t) - is the AO index on a different pressure surface at time t

T - is the lag

e(t) - is aresidual error

Bo(7) and By (1) - are parameters of the model to be determined by least squares regassio

are both functions of lag.
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The statistical properties of the error determine the suitability of the model tcatlaset. If the
model is a good fit, that is to say it is a good representation of the datasedsttieal time series
should be serially independent and normally distributed. Our criteria food ghodel fit do not
depend on the size of the error, that is to say a model may be a 'good fit' ttathesven if the

error term is very large.

Fitting the model involves estimating parametggér) and 51 (7) of the model using ordinary
least squares. Repeating this for a range of values of the lag paranpetaiuces a set of model

parameter estimates as a function of lag.

When using a multiple regression model with two predictors and standardisedtlde autocor-
relationp(y,(t + 7),y-(t)) in the tropospheric time series can be decomposed into the sum of a
direct relationship(8y (7)) and anindirect relationship(p(y.(t), z.(t)) B1(7)). Further details of

this approach are given in Junge and Stephenson (2002).

p(yz(t + T)7 yz(t)) = 50(7—) + p(yz(t)a :I:Z(t)) /81 (T) (22)

The series of relationships represented by the model is shown in Fig. Belp&th” from the
troposphere at some given time to the troposphere at some later time répitbgedirect rela-
tionship (3y(7)). The “path” from the stratosphere to the troposphere, taking into at¢ba

mutual correlation between the stratosphere and the troposphereemgrehe indirect relation-

ship (o(y=(t), z-(t)) B1(7)).

The parameterS,(7) and 3 (7) represent correlations between the time series. While correla-
tions give no information about causality, a statistically significant correlétéaween a value at

some time t and a value at timert€an be exploited for predictive purposes.

We do not suggest that this is the best method of understanding the links AQthgince the
statistical method relies on linear statistical relationships between variablesjuestion we are

asking is: Can we apply a statistical model to AO variables to gain usefuicpxedskill?
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Stratosphere | X,(t)

Py, (D). %,(t) N

Troposphere | y(t) | . - Y, (t+T)

Time

Figure 2.1 ldealised view of regression relationships. Squares represent statEnosphere at
some time. Dotted arrow indicates direct influence of troposphere on, itkeshed arrow in-
dicates influence of stratosphere on troposphere, solid, curvedvaimdicates instantaneous

correlation between troposphere and stratosphere.

2.3 Validity of Model

2.3.1 Evidence for non-linearity of relationship between vaables

Baldwin and Dunkerton use thresholding techniques to determine the reldfidretween the
stratosphere and troposphere in the case of large amplitude stratogbenents. These tech-
niques use only the end-points of the AO dataset. An issue that arisethisoamalysis is whether
the statistical relationship between the stratosphere and troposphere dsrtbdas small mag-
nitude AO indices in the stratosphere as is is for the large magnitude AO indiagsred by
Baldwin and Dunkerton. In other words, is there a non-linear relationséfyween the strato-
sphere and the troposphere present in the data? We try to answer tsi®igusy examining

scatter plots of the AO dataset.

Figure 2.2 (a) shows scatter plots of the AO amplitude at 1000hPa plottedsttmrAO ampli-

tude at 70hPa. 70hPa is chosen as an illustrative level, the conclusionssadties are true for
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Figure 2.2 (a) Scatter plot showing 1000hPa AO Index plotted against 70hPa AQ findéag=0

days. Solid line shows fit with all of the data. Dashed line shows fit for dataanithO amplitude
of magnitude 1 or less at 70hPa. Blue line shows lowess fit to the data with Quilthnd a
triangular weighting function (b) Scatter plot showing residuals from fit withdalta plotted

against 70hPa AO Index.
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other levels in the upper troposphere and lower stratosphere (5@UP&RE)

In these plots we use only winter (NDJFM) data. The variance of the 780BPa the summer
months is much less than in the winter. There is also a much weaker correlatieebeghe 70hPa
and 1000hPa AO during the summer months (this is discussed in section 2@ldjtefmine if
the relationship between the 70hPa and 1000hPa AO is linear we have idecateta which is
not affected by this seasonal change in correlation. For this reasonlweonsider winter data

in the following analysis.

Figure 2.2 (a) shows a general ellipsoidal shape. If the relationshipebattine variables were
non-linear and dependent upon the value of the 70hPa AO, a scattef fla two variables
would show a general random cloud of points in the centre of the diagrahaa ellipsoidal

shape at one or both ends of the distribution.

A simple test of the linearity of the relationship between the stratosphere guspioere can be
performed by making a linear fit to different parts of the data. A linear fitltthea data is shown
as a solid line in Fig. 2.2. Data is then sub-sampled to include only points at Whi€ahave a
magnitude less than 1 non-dimensional AO amplitude. This is shown in the diasteth Fig.
2.2 the slope of both of the lines is very similar. This shows that the correlattareba the 70hPa
and 1000hPa AO amplitude for small values of 70hPa AQO is very similar to thelation when
using all of the data. This suggests that the relationship between the A@RA Zhd 1000hPa
does not depend on the amplitude of the AO at 70hPa.

An alternative technique to test for non-linearity in the relationship between7@nPa and
1000hPa AO is to use lowess smoothing (Chambers et al., 1983). Lowesthémyois a lo-
cally weighted regression. At each point in the dataset a linear fit is madsuiosat of the data
(in this case with all data — 0.5 < x < z + 0.5 where x is the point in question). Points further
away from the centre of the fit are given less weight. If the change to teskfit parameter is

approximately linear then this suggests that the same relationship exists insbipide data

A fit to the data using this technique is shown in Fig. 2.2 (a) in the blue line. Theskit lies
close to the linear fit to the model for most of the range of values of the AOHR3A (there is some
evidence of non-linearity for large positive values of the 70hPa AO lisiintlay be related to the

relatively few number of data points here). This fit also suggests thatsonship between the
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70hPa and 1000hPa AO does not depend on the amplitude of the AO a&.70hP

Figure 2.2 (b) shows a scatter plot of the residuals about the linear fit tJ tle data plotted
against the 70hPa AO amplitude. These show little dependence on the véhee7@hPa AO. If
there were a non-linear relationship between the 70hPa and 1000hPa&A@¢hwvould expect

to see a dependency of these residuals on the AO amplitude at 70hPa.

2.3.2 Residual Diagnostics

It is important to establish the suitability of the statistical model to the datasets iratestigrhe
criteria we use to judge if the model is a good fit to the dataset is that the rissghauld be

serially uncorrelated and normally distributed.
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Figure 2.3. Figures showing distribution of residuals of model fit. Panel a) showspbats of the
distribution of residuals from the same model fit. Central line of box shaeasan residual, outer
lines of box shows upper and lower quartile. Whiskers are plotted at 1.5 tineeinter-quartile
range. Crosses show data points outside 1.5 times the inter-quartile raBgeel b) shows
autocorrelation function of residuals when model is fitted using 1000hMaegsredictand series
and 70hPa as the predictor series. Autocorrelation is shown for 1 dayehiag (solid line), 5
days model lag (dotted line), 10 days model lag (dashed line), 20 dagisliag (dot-dash) and
40 days lag (triple-dot dash).

Figure 2.3 shows some diagnostics of the residuals for a fit of the modekwine predictand
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series(y.(t + 7)) ,is the 1000hPa AO time series and the predictor sefig$t)) ,is the 70hPa
AO time series. Figure 2.3 (a) shows box plots for a number of differenehiags between one
and forty days. We define a good model to have normally distributed rdsidliae box plots
show that the residuals have a median value close to zero and are symmalistelyted about
this median. This indicates that there is no bias in the model and the residualgdeftom the

model fit are approximately Gaussian noise.

Figure 2.3 (b) shows the autocorrelation of residuals for a number efeifft model lags between
one and forty days. A good model fit is defined as one in which the rdsidwa independent.
In this case, the autocorrelation of residuals should decay rapidly withasitrg lag. At small

model lags (solid,dotted and dashed lines) this is the case; but for larget lags (dot-dash and
triple-dot dash lines) the residual autocorrelation remains large beydddyk. This is common
in atmospheric data (Wilks (1995),section 5.2.3) and is a product of time depea in the data

used to construct the model.

Ignoring serial correlation in the data can lead to an underestimate of tlme@rof the sam-
pling distribution and hence to over confidence in the significance of athgpis test. In order
to account for the time dependence of the data when calculating the sigogichtthe model
correlations we reduce the degrees of freedom in our hypothesisytasiastor proportional to

the typical time between uncorrelated points in the input dataset (Wilks (k@@%pn 5.2.3).

The largest autocorrelation in the AO time series is found at 10hPa. This tiies bas a decor-
relation time of approximately 10 days. We reduce the number of degreesealoin in all our
significance testing calculations by a factor of 10 in line with this result. Althahghtechnique

is not ideal it provides a good indication of the significance of the mode¢liions.

The diagnostics presented in this section show that the linear model used itapigrcis a
good fit to the AO dataset used in the study. The rest of the chapter asshatehe method-
ology described in the previous sections is adequate to investigate the &igtitietween the

stratospheric and tropospheric datasets.
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2.4 Examining connections between the lower stratosphere and

lower troposphere

In the following section the model is fitted using the 1000hPa time series as the ydiias s
in our model (see Eq. 2.1) and the 70hPa time series as the x time series in calr ridad
chose 70hPa to illustrate points which are generalised to include a rangeisfile the Upper
Troposphere Lower Stratosphere (UTLS) region (which we defime &g between 50hPa and

250hPa) in Section 2.5.

Statistical testing of many of the results is conducted. This testing uses atstiest Results
referred to as “significant at the% level” refer to the test being conducted at @5confidence.

That is to say there will be a% chance of a false-positive result.

2.4.1 Whole year behaviour

The model described by Eq. 2.1 was fitted to the AO dataset (Table 2.1yémga of lags.The

parameters of the fit are shown in Fig. 2.4(a).

If the time series at 1000hPa were dependent only upon itself then we roodel the AO time
series at 1000hPa as an AR(1) or red-noise process (Chatfiel), 199

y(t+1) = ay(t) + et + 1). (2.3)

The autocorrelation of the time series at lag one is equaldad is less than one for a stationary

time series.

Substituting shows thaty(t + 2) = a(ay(t) + €(t)) + e(t + 1).
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And so in general,

y(t+7)=a"y(t) + Z o le(t 4 1) (2.4)

There is an exponential decay of the autocorrelation withplag.= e,

Parameters from the fit of the model show that over the medium-range time($ehledays
lag) the decay of the autocorrelation function is near to exponential. Exypiahdecay of the
autocorrelation with increasing lag over these time scales means the 100ChBaé\series
could be modelled as an autoregressive process. The direct relgi¢astr),dotted line) is
much larger than the indirect relationshjg . (¢), x.(t)) B1(7),dashed line). This suggests that

only the direct relationship# (7)) is important on 1-10 day time-scales.

On extended range (10-30 days lag) and slightly longer (30-45 daysitag scales, the decay
of the autocorrelation function (solid line) is less than exponential. Thisctemuof the decay

rate of the autocorrelation function of the 1000hPa AO has been noteevbya$ authors. For
example Ambaum et al. (2001) referred to the reduction of the decayfridie @autocorrelation as
“shouldering” and hypothesised that it was indicative of a relationshidsn the stratospheric

and tropospheric parts of the AO.

The direct relationshipd (7)) is much smaller than the autocorrelation and is not significant at
the 5% level. The indirect relationship(y.(t), z.(t)) B1(7)) increases in magnitude and is sig-
nificant at the 5% level. On 10-45 day time-scales the direct relationship accounts bt of

the variance of the 1000hPa time series. In contrast the indirect relatiawstopnts for 5% of

the variance of the 1000hPa time series. Although both the direct relaticarsthifme indirect re-
lationship account for very small amounts of the variance of the 1000hPaéries, the indirect
relationship accounts for a larger proportion of the variance than thet dalationship. It can be
inferred from these results that a significant though small statistical re3aijpbetween the AO

at 70hPa and 1000hPa is seen on time scales of 10-45 days.

On much longer time scales (45-100 days lag) the autocorrelation of thénR@aine series
becomes smaller. The indirect relationshigu. (t), z.(t)) £1(7)) is much reduced and is not

significant at the %% level. The direct relationshigs( (7)) accounts for most of the autocorrela-
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tion of the 1000hPa dataset.

These results suggest a small statistically significant relationship betweétdhiRa AO and
1000hPa AO exists on 10-45 day time scales. The autocorrelation of tbbR@ataset on these

time scales is accounted for mainly by the indirect relationship.(t), z.(t)) 51(7)).

Attribution of the “shoulder” of the tropospheric AO autocorrelation distiitiuto stratosphere-
troposphere coupling is consistent with the hypothesis of Ambaum andindo&002). The
GCM study of Norton (2003) also suggested that the stratosphere cavddam impact on the
autocorrelation of the 1000hPa AO.

2.4.2 Time Order Dependence

There is a large difference in the statistical properties of the AO Amplituder®®& and 1000hPa.
In particular the autocorrelation of the AO at 70hPa is substantially largartieaautocorrela-
tion of the AO at 1000hPa for the same lag. It could be suggested that tiséicaihrelationship
between the 70hPa and 1000hPa AQO highlighted in section 2.4.1 is due to dremtit in auto-

correlation of the 70hPa and 1000hPa time series.

A simple way to test this hypothesis is to fit the model with the same 70hPa time satiasiame
reversed copy of the 1000hPa time series. The autocorrelation of theemexged 1000hPa time
series is identical to the normal 1000hPa time series. If the statistical relagidnighlighted in
section 2.4.1 is due to the difference in autocorrelation of the 70hPa arthPAGime series,
then a fit with the 70hPa and reversed 1000hPa time series will show idesticalations as the
fit with the 70hPa and normal 1000hPa time series.

The parameters of the model fit with the 70hPa AO time series and the time ku€@ehPa
AO time series are shown in Fig. 2.4(b). There is no evidence of a similaiiseia the value of
the indirect relationshipAy.(t), z.(t)) 41(7)) on 10-45 day time scales as is seen in Fig. 2.4(a).
Therefore it can be inferred that the small, statistical relationship betweétdttPa and 1000hPa
AO amplitude on 10-45 days is a product of the particular time orientation of@B6HPa AO

time series.
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Figure 2.4 Decomposition of autocorrelation of 1000hPa AO using the model in Eg. 1,
where 70hPa is ther, series and 1000hPa thg, series. Autocorrelation of 1000hPa se-
ries p(y1000(t + 7), y1000(t)) shown in solid line,5y(7) shown in dotted line and the product
B1(7)p(y1000(t), z70(t)) shown in dashed. Panel (a) shows results using all of the data, panel (
shows results when thgggg time series is reversed in time, panel (c) shows results for DJF data

only and panel (d) shows results for JJA data only.

2.4.3 Winter and summer behaviour

Baldwin and Dunkerton (1999) found that connections between thespladc and tropospheric
parts of the AO only occur during the winter season. To quantitatively figas this seasonal
dependence the model was fitted to subsets of the AO dataset which onlyeidelinter (DJF)

and summer (JJA) data. In order to keep a constant data size betweediffeyant lags, the data

for the predictor £7¢(¢) andyi000(t)) series included all of that particular season (eg DJF) and
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the predictandyooo(t + 7)) Series is taken to be a slice of data of the same size displaced by the
lag in question. For example the data for the DJF fit at 31 days lag wouldBébthe predictor
(70hPa AO) series and JFM for the predictand (1000hPa AO) serfesmbdel parameters are
shown in Fig. 2.4(c) (DJF) and Fig. 2.4(d) (JJA) .
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Figure 2.5. Contour plots of decomposition of 1000hPa AO autocorrelation. a) slaatecorre-
lation of 1000hPa AO as a function of month and lag. b) shows direct €ffgt)) as a function
of month and lag. c) shows indirect effept1000(t), z70(¢)) 51(7)) as a function of month and
lag. Contour interval is 0.1. Dark shading shows correlation is signifiarihe 5% level , light
shading shows correlation is significant at the Zdevel. A-F mark salient features see text for

details.

In DJF (Fig. 2.4 c)) the correlation structure of the model is very similar to theéeinfit with
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all of the data included (Fig. 2.4 a)). The DJF fit shows a peak in the indied&tionship
((p(y=(t),z,(t)) B1(7),dotted line) over the 10-45 day range. The magnitude of the indirect
relationship is larger than in the fit with all the data, suggesting that the mairitagiudn to the
relationship between the AO at 70hPa and 1000hPa is in the winter seasomntiast no such
structures are seen in the JJA fit. The indirect relationship remains vetyadralhlags and is not

significant at the 5% level.

This confirms the suggestion that any connection between the stratospiteteoposphere is
only likely to occur during the winter season. Baldwin and Dunkerton (19@8gested that con-
nections between the stratospheric and tropospheric parts of the AQimkexe to stratospheric
sudden warming events in the stratosphere. These events occur b&e@smber and March

and are not present in JJA.

2.4.4 Month by Month Behaviour

A further examination of the seasonality of the relationship is shown in Fig.l2 this analysis
we fit the model for subsets of the AO dataset which include data fromadehdar month. As

in the seasonal analysis care is taken to preserve the data size foegeession.

Figure 2.5 (a) shows the autocorrelation for each calendar month ploétsatag. Figure 2.5
(b) shows the value of the direct, tropospheric correlation for eachdatenonth. Figure 2.5 (c)
shows the indirect, stratospheric correlation for each calendar mordhirfghin Fig. 2.5 (b) and
(c) shows significance at the 20 (light shading) and 5, (dark shading) levels. It is important
to remember that although the plots are shown with contours they repré&semtependent sets
of 100 model fits and values between the marked months are artificial. Cimgfésiused as it

makes the plots easier to read and interpret.

Figure 2.5 (a) shows the autocorrelation of the 1000hPa AO. In getiésadutocorrelation in-
creases during the winter months. During January, February andMerautocorrelation decays
slowly with lag, having values larger than 0.1 beyond 30 days lag (B).Thease in the autocor-
relation of the 1000hPa AO in January (B) is attributable to the increase inrtha cklationship
(Bo(7)) seen in January (D). A similar increase in the direct relationship is natisgeebruary

and March. The increase in autocorrelation in February and Marcheisadan increase in the
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indirect relationship£(y1000(t), z70(t)) 81(7)) E.

The dynamics of the stratosphere in February and March are dominatheé lbyeak up of the
weakening stratospheric vortex. There is large variability in the timing of teakup of the
vortex (O‘Neill, 1995). In some years the vortex breaks down in latelrgelgwith an early final
warming. It is plausible that the larger values of the indirect relationshipnEebruary and
March are associated with the timing of the final warming. A final warming in®éveeversal
of the jet from winter westerly values to summer easterly values. Such a wimisal is a
major dynamical event in the stratosphere and as such might have a sigréffeat on the lower

stratospheric PV distribution and hence the evolution of the troposphere.

There is also evidence of a relationship between the 70hPa AO and thbP@® during
December and January (F) but the magnitude of the correlation is much sarallen shorter

(5-10 day) time scales. On these time scales the direct effect is much larger.

Figure 2.5 (a) also shows large autocorrelation at a lag of 60 days eategduring November
(A). Feature A is accounted for by the large direct relationship in Noverf®e This suggests
that the state of the tropospheric AO in early autumn has some influence ovothan of the

AO throughout the winter.

Fitting the model to monthly sub-sets of the AO datasets shows that the relatidrethipen
70hPa and 1000hPa identified in section 2.4.1 is confined to February arah MThis might
suggest that the relationship between 70hPa and 1000hPa might be lintkedtiming of the

final warming of the stratospheric vortex.

2.4.5 Relationship in simple diagnostics

There are many questions about the suitability of the AO to fully represenatieility of the
Northern Hemisphere (see section 1.3.1.1). As a partial check of thetr&ss of the relation-
ships between 70hPa and 1000hPa established in section 2.4.1 using treta&eX dve repeat
the analysis using three other simple zonal mean diagnostics. A relationsiigelne/OhPa and
1000hPa in these datasets would suggest the relationship found in the@€®@tda not a product
of the AO diagnostic.
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Figure 2.6. Decomposition of autocorrelation of 1000hPa dataset as figure 2.4 bafa time
series at 60N and (b) filtered’ time series at 60N (right column). For more details of datasets

see Table 1.

The datasets used are outlined in Table 1. Figure 2.6(a) shows correlatoma zonal mean
zonal wind dataset. Figure 2.6(b) shows correlations from a filtéfethtaset. This quantity is

defined as follows.

P =1/(®—B)? (2.5)

Where® represents geopotential height and the overbar represents a zamalBedore calculat-
ing this diagnostic we filter the geopotential height analysis to only includel zemgenumbers
up to and including zonal wavenumber two. The stratosphere exhibits [dyithaar wavenumber
variability and it is reasonable to expect that any relationship between Hiesgihere and tro-
posphere is likely to occur through these wavenumbers. ¥ ltbagnostic would include higher
zonal wavenumber variability in the troposphere which may confuse #atjoreship between the

stratosphere and troposphere.

Parameters from the model fit using the two ERA-15 datasets are shown. i2 Big Both the
u and filtered®’ datasets have qualitatively similar correlation series to the AO data set. The

indirect relationship£(yi000(), z70(t)) B1(7)) has larger values over the 10-45 day lag as in the
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AO dataset. Over a similar time scale there is also a reduction in the size of thereliadionship

(Bo(7)) as in the AO dataset. This indicates that the effect observed in the AO datauit.

By fitting the same statistical model toand filtered®’ datasets it is possible to determine a sim-
ilar connection between the lower stratosphere and troposphere withiogtarsAO diagnostic.
While the relationship in other diagnostics has a smaller correlation, its peeseggests that the
relationship is robust and not a product of the AO diagnostic. Even if herovides the best
way of revealing a link between the stratosphere and troposphere, it certain that this link
exists exclusively through a large-scale hemispheric change to the fkamiBation of geopo-
tential height anomaly maps at various times in the evolution of 'downwardagatng events’
shows a much more highly convoluted anomaly pattern than a simple hemisphlerexsthange
of mass between the polar cap and sub-polar latitudes (Cash et al., ZB@3)ssue is discussed

further in chapter 4.

2.5 Extending the Model to Other Levels

Fitting the model with 70hPa as one of the predictors suggested that a rdigiitweswveen the
stratosphere and troposphere may exist. An extension of this approattetopressure levels

is necessary to fully understand the nature of the relationship. This islyofiing the model
with the stratospheric predictar {(¢)) replaced by each of the other levels in the dataset. The fit
parameters for different levels are shown in Fig. 2.7. The parameteesiéb model are plotted
on the panels at the corresponding pressure. For example, a csg &yo2.7 (a) at 70hPa would
produce the dotted line in Fig. 2.4 (a) and a a cut across Fig. 2.7 (b) BEA@buld produce the
dashed line in Fig.2.4 (a).

Figure 2.7 (b) shows the large increase in the value of the indirect relaipns
(p(y1000(t),x~(t)) B1(7)) can be seen on 10 to 60 day time scales at the 70hPa level (B). There
are similar effects on surrounding levels (50hPa-250hPa), but thisdseris smaller at levels in

the middle stratosphere (50hPa-10hPa) and the middle and lower tropp$phehPa-925nPa).

The large increase in the indirect relationship is accompanied by a similagadecin the direct

relationship Go(7)) (Fig. 2.7 (a)). This reduction is largest in the same region between 50hPa
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Figure 2.7. Model parameters for various predictor levels. Panel a) shgw(s) for fits with var-
ious levels, panel b) shows product®f(7) and instantaneous correlation for various predictor
levels. Regions where the parameters are significantly different fromatethe 5% level are

shaded in dark grey, and at th®% level are shaded in light grey. A and B mark salient features
see text for details.

and 250hPa (A), but there is a general reduction in the significandevels into the middle
stratosphere. The indirect relationship has largest magnitude on thBd SQHace. 150hPais in

the troposphere at most latitudes. It is therefore suggested that whileedietability of the
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1000hPa AO may be obtained from the UTLS region, the relationship with levéie middle

stratosphere is very weak.

It might be expected that the state of the AO near the tropopause has amnémplae surface AO;
but the longer time scale (10-45 days) of this link is unexpected. The long tiabe af this rela-
tionship requires further investigation in a dynamical context. The eartyop#hnis relationship

(10-20 days) is investigated in chapter 4, the remainder (20-45 days iisvestigated.

2.6 Stability of Relationship

In order to assess the stability of the relationship between upper levelsasdrthce AO, it is
necessary to investigate the relationship for different sub-periods witkidlata record. To do
this the data was split into a series of ten year blocks and the model fittingdorecapplied to
each block. The model fit is made for the 1000hPa and 70hPa levels intdsetas in section
2.4. The lag is fixed at 30 days as the largest indirect correlation is $ébis tag. Other lags
were investigated and it was found that the results were robust within gienref increased

indirect relationship£(y.(t), z.(t)) £1(7)) (10-45 days).

Figure 2.8 shows the autocorrelatign4io00(t + 7), y1000(t))), direct relationship £, (7)) and
indirect relationship4(y.(t), z.(t)) £1(7)) at 30 days lag for each decade of the data. The size
of the indirect correlation is relatively constant between each decatlis af similar magnitude

to the indirect relationship for the entire record. This suggests that theeatdilationship is
stable throughout the data. It is also interesting that the relationship bef#@ba®a and 1000hPa

is relatively similar between decades with significantly different variability instih@osphere. In
particular the 1990s had relatively few stratospheric sudden warmirigseorelationship is still

statistically significant.

The magnitude of the direct relationshij@ (7)) (and therefore the autocorrelation, see Eqg. 2) is
extremely variable between different decades. In particular duringd®@sithe direct correlation
is very large at this lag. An examination at other lags (not shown) revealgHis is part of a

large increase in the direct relationship between 20 and 60 days.
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Figure 2.8. Model parameters for various subsections of data at lag of 30 days.alitocorrela-
tion of the dataset is plotted with crossgg(7) is plotted with triangles angd(y. (t), z.(t)) 51(7)
is plotted with squares. Symbols for model parameters are filled in black fateameter is sig-

nificantly different from zero at the % level.

2.7 Out of sample linear predictive skill

The ultimate application of the relationships suggested in the Baldwin and Dankiataset is to
improve forecasting of the tropospheric AO and hence surface pananatsimple experiment
was constructed to test the forecasting capability of this dataset. In ortksttine fitted model
it should be tested against an independent dataset. As no other datasslailsle we divide the

data in half and then fit the model for one half of the dataset and test it ti@rmther half.

To assess the benefit of using stratospheric data to forecast thePEOBThwe fit two different
models to the dataset. The first one is structured as in Eq. 2.1. The sextral model is shown

in Eq. 2.6.

yz(t + 7—) = ’YOyz(t) + E(t) (26)
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This model has only one predictor, the state of the 1000hPa AO at a pseine. It is not
expected to be a good model of the future state of the 1000hPa AO.

We measure the skill of each of the models by comparison with an AO climatolagy tie Skill
Score (SS)

MSEforecast

S§5=1-
MSEclimatology

2.7)

where MSE represents the mean square error of the forecast. Taeeddé in Skill Score be-
tween the two models gives a measure of the gain in skill obtained by includiraisformation

in the model on each level.

Figures 2.9 (a) and (b) shows the difference in skill score betweenG@hPa only control
regression model and the two predictor model as in Eqg. 1. Positive vallieat@including data
at a particular pressure level and lag adds skill to forecasts of thenP@ORO (compared with
a 1000hPa AO only model) and negative values indicate including data atieufza lag and
pressure level reduces skill to forecasts of the 1000hPa AO (cochpétte a 1000hPa AO only

model).

The skill is plotted for different lags and different pressure levels. thiwecolumns show results

when different halves of the data set are used to train the model.

Figures 2.9(a) and (b) show the SS of the two predictor model is greatethiba 000hPa only
control model in the lower and middle stratosphere (250hPa - 10hPa) orstiates between 10
and 60 days. This is the region highlighted in the model fit as the significgiotréor the indirect
relationship p(y.(t), z.(t)) £1(7)).The magnitude of the increase is smalb%.

In contrast for levels in the middle and lower troposphere the SS of the w®digbor model and
the 1000hPa only control model is approximately comparable. The additiextrafinformation
from the middle and lower troposphere into a statistical model of the 10000Radvides little

extra forecast skill.
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Figure 2.9: SKkill Score diagnostics (a) shows difference in Skill Score of multipldgieednodel
and 1000hPa predictor only model versus climatology in percentage igaskill (1958-1978
used as training period). Contour interval i85%. Solid contours show the multiple predictor
model has larger Skill Score than the 1000hPa predictor only model. ®ctiatours show the
multiple predictor model has smaller Skill Score than the 1000hPa predarity model. See
text for details of models. (b) shows difference in Skill when 1979-200€eid as the training
period. (c) shows actual percentage skill against lag for 1000hPa wagtel (solid line), model
with 1000hPa and 70hPa as model predictors (dotted line) and model @@HPa and a time
reversed 70hPa time series as model predictors (dashed line). Tggi@niod is 1958-1979. (d)
shows as (c) but for training period 1979-2000.

As was suggested in the introduction to this section, it was not expectedétabplosphere only
model would provide useful skill on longer time-scales. Figure 2.9(c)(dhdhows the actual

skill for the model with only a 1000hPa predictor (solid line) and both a 1B@Qdredictor and a
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70hPa predictor (dotted line). The region of increased skill highlightesleaban clearly be seen
between 10 and 60 days for both training periods. On 10-60 day timesdt&el 000hPa only
model has less tharfGskill. The inclusion of extra lower stratospheric information results in a
large increase in this skill. For example at 20 days lag the forecast skillrsased from % to
10%. The inclusion of extra information in the two-level model does give a sigmifilmcrease in
the skill of 1000hPa forecasts. Nevertheless, the actual foreaghsteskable from such a model

is still small.

It could be suggested that the increase in skill is simply due to the additioneteanpredictor
in the two level model. This hypothesis can be tested by repeating the anaitfsihev70hPa
time series reversed in time. In this case the 1000hPa only control model walidientical skill
and the additional predictor dataset will have identical statistical propextié@s the normal fit.
Any predictive relationship between the two datasets is destroyed. dheiéthe gain in skill
in this test is comparable to the gain in skill in the normal case then this is likely todotodhe

addition of an extra predictor.

The skill score of a model which has a 1000hPa AO predictor and a tineesey 70hPa predictor
is shown in Figure 2.9 (c) and (d) in the dashed line. It is hard to distinguisHirie from the
solid line which shows the skill of a 1000hPa AO only model. This indicates tiohtding extra,
unrelated information with the same statistical properties as the 70hPa time ssriis n a
very small increase in skill. The gain in skill introduced by including extra losteatospheric
information in a statistical model of the 1000hPa AO represents a real gecireshe forecasting

skill of such a model.

The lack of increase in the skill for tropospheric levels is somewhatisurgr It might be ex-
pected that including information in the troposphere which could have atdimgact on the
development of individual weather systems in the middle troposphere matplbatter forecasts
of the AO. However it seems that in terms of the AO the lower and middle troposmontains
very little information not contained in the 1000hPa AO. Examination of AO time satieh as
Fig. 1.2 suggests that the middle and lower tropospheric AO often hasiwalgrssariability in

time. The suitability of the AO diagnostic in a forecasting context is therefareesdnat limited,

as we do not suggest that a tropospheric forecasting model shouhltthate information in the

lower and middle troposphere. The gain in forecast skill presentedihéve a forecast of the
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hemispheric scale AO structure. A standard tropospheric forecastlwewdominated on daily

time-scales by more localised variability.

2.8 Conclusions

In this chapter we have presented a quantitative examination of the relapitmesiveen the lower
stratosphere and surface using a simple statistical model. The model retatesplitude of the
tropospheric AO at some time to the previous amplitude of the AO in the tropaspinerthe

previous amplitude of the AO in the stratosphere.

The statistical model has been used to partially answer the first of the qsepticed in the

introduction, “Does the stratospheric state have an influence on the progracsflow ?”

A relationship between the amplitude of the AO in the lower stratosphere antiRads been
identified. Typical correlations between the lower stratosphere anchbP@0@re small~ 0.2),

but significant (at the 50 level) over extended range time scales (10-45 days).

The character of this relationship has been determined by further andtysigives information
which together with the modelling studies of chapters 3 and 4 helps to answardbied part of

guestion 1.

e The relationship is most prominent in the upper troposphere lower strai@spgion (50-
250hPa). This region spans different parts of the atmosphere aediffatitudes, but can

broadly be thought of as the location of the tropopause.

e The relationship is strongest during the winter season, in particular diéghguary and
March. This is the time in which the polar vortex undergoes major dynamicalgesan

the final warming phase.

e The relationship is present in all periods of the data, and shows renhark@tsistency
throughout the time series. In contrast the relationship between the 10@@Bnd itself
over extended range time scales is extremely variable between differgeit Glices of

the data (-0.0X fy(7) < 0.15).
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The statistical model can also be used in forecasting mode to answer timel spestion posed
in the introduction, “Are medium, extended and long range forecasts of dpedpheric state

improved by considering the stratospheric state ?”

Including stratospheric information in a simple statistical forecasting model di@BéhPa AO
provides an increase in Skill Score ef 5% over a statistical forecasting model which only
includes 1000hPa AO information. This increase is not due to the inclusian extra predictor

in the model.

The statistical model is a simple way of finding a relationship between the stnatespnd tropo-
sphere and examining some of its character. Further understandingrefdtienship is obtained
from the modelling studies outlined in chapters 3 and 4. Remaining issues variabtde de-

termined from the statistical model are:

¢ Is the relationship between the stratosphere and troposphere foundsimatiséical model
the result of a causal link between the stratosphere and troposphem@tifet words does

making a change to the stratospheric circulation have a direct impact on plospiwere.

e By what mechanism does the stratosphere have an impact on the tromo3phe
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CHAPTER 3

Design of medium-range ensemble forecasting experiments

3.1 Introduction

Results presented in Chapter Two showed that the forecast skill of a sstagilgtical model of
the AQO in the troposphere could be improved by using stratospheric AQniattn on extended-
range and long-range timescales. It is not possible to attribute the inanfasecast skill in the
statistical model to a causal link between the stratosphere and tropasfitigm@nly possible to
do this using a numerical model where the response of the troposphareeiplait change to

the stratospheric flow can be examined.

In this chapter the design of a set of experiments to determine if the stratedpde a causal

effect on the troposphere is presented. The results of these experianeshown in chapter four.

An experiment to determine the relationship between the stratosphere aaspinepe involves
making a change to the stratosphere and examining the effect of this chratige tropospheric

flow. As reviewed in the introduction the problem can be formulated in two ways

e Model Dynamics ProblemMake changes to the model dynamics of the stratosphere and

examine the impact upon the troposphere.

e Initial Value Problem Make changes to the initial conditions in the stratosphere and ex-

amine the impact upon the troposphere.

In this study the problem is formulated as an initial value problem. Recent stafithis prob-
lem which adopted the model dynamics approach (Norton, 2003; PolwanKashner, 2002)
demonstrated that the stratosphere could effect the troposphere witénaltation was vastly

different to its current climatological state. By using the initial condition appihothe impact
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of the stratosphere on the troposphere when the stratospheric circugasiomlar to its current

climatological state can be investigated.

3.2 Experimental Design

To examine the effect of stratospheric initial conditions on the tropospfevica number of
extended-range forecast case studies are run. The experimemisi@xhe transient response of

the troposphere to an initial change in the stratosphere.

Each experiment compares two extended-range ensemble forecasts:

e A Nature ensemble, to simulate conditions where 'downward propagation’ waswaaser

in the AO Index.

¢ A Non-Nature ensemble with identical tropospheric conditions and different stratospher
initial conditions. Stratospheric conditions in the non-nature run are ohtoskave the
opposite sign in the stratospheric AO. For example in cases where the natusea sim-
ulation of a stratospheric sudden warming (the polar vortex is weak anidckshfrom the
pole) the non-nature stratospheric initial conditions would be taken fralyses when the
polar vortex was strong and centred on the pole. A schematic of the cotmtrof the

non-nature initial conditions is shown in figure 3.1

In Numerical Weather Prediction ensemble experiments are used to assassdhtainty in the
forecast due to uncertainties in the initial conditions. In the experiments dkbaitbis chapter
the ensembles are used to assess the relative magnitude of changes toa$ghiedc flow due
to changes in the stratospheric initial conditions and the spread of the destemgrasts due
to initial condition uncertainty. Changes to the tropospheric flow due to @satgthe strato-
spheric initial conditions which are significant compared to the ensembladspre deemed to

be important for tropospheric forecasting.

Notice that a spin-up period was not included in the non-nature experinteistimportant to

initialise the model from identical tropospheric conditions, for correspunensemble members
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Model
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Non—Nature
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80hPa | Transicion T,
120hPa ransition Layer
Nature
Troposphere
Surface

Model Domain
Figure 3.1 Schematic showing construction of initial conditions for non-nature runs

in the nature and non-nature runs, and impose an instantaneous chémgsttatospheric initial
conditions. The surface pressure at initial time in the nature and nonrerraitus is chosen to be
identical. Choosing the surface pressure field to be identical in the natdraam-nature runs
ensures that the initial tropospheric flow is identical in the nature and atmenruns, due to the

hydrostatic formulation of the model.

It is also important to avoid imposing a shock to the model which would causerash ¢Daley,

1991). The construction of initial conditions in the non-nature runs ingwg&ansition layer
between 80hPa and 120hPa. In the transition layer initial conditions aneddoy linear interpo-
lation between the initial conditions from the imposed, non nature stratospheve and nature

troposphere below.

The model’s initial conditions in the non-nature run are not in balance.rbicpkar there are two
processes in the model which adjust the fields toward balance in resjpotigeimposed initial

condition in the stratosphere.
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e The change to divergence fields in the stratosphere causes a chéamgénte-tendency of
the surface pressure field. After one timestep of the model integration tiaesypressure
will recognise the different divergence field aloft. Changes to theasanpressure field can

be communicated through the atmosphere because the model is hydrostatic.

¢ In the transition layer in the non-nature run flow and mass fields may be mooélmalance
than in the same region in the nature run. The model removes imbalancesib#te/egass

and flow fields through the emission of gravity waves.

Section 3.4 examines the quantitative size of these re-adjustment procHgbesquantitative

size of re-adjustment processes are large then this may obscure anysimipthe stratospheric
state on the tropospheric flow due to genuine dynamical relationships indhatreosphere.
The re-adjustment processes in the model are not present in the reaphem® and constitute

spurious impacts of the change made to the stratospheric initial conditions.

3.3 Choice of Model

At the start of the project the choice of General Circulation Model to leel fi3r the experiments
outlined in section 3.2 was not clear. Running the experiments with a climate mardteds the
UKMO Unified Model would require less computer time than with a numerical vezagihtedic-
tion model such as the ECMWF IFS model, which would allow a much larger nuofbese
studies to be run. It was not clear, however, that a climate model woulggreg@iate for the
experiments in section 3.2 owing to its lower horizontal resolution and lackefésting skill on

short timescales.

A test experiment was devised to examine the performance of the UKMO diMidelel in sim-
ulating a stratospheric sudden warming which would be the basis of thedgststudy. Both
ECMWF and UKMO produce operational troposphere-stratosphatgses which could be used
as the definition of 'truth’; because of the disagreements in these andtysts in each test case
was defined as the analysis produced by the corresponding modehs{$BEP re-analysis data

was used to compare the two runs.
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The criteria on which the model’s performance were judged are:

1. The model should have a good representation of the stratosphare.alle attempting to
evaluate the impact of the stratosphere on the troposphere then it is imploatiethe model
should well represent the stratosphérkis was measured using the polar temperature and

zonal mean zonal wind at 60N.

2. The model should be able to simulate the break up of the stratospheric vidreedynamics
involved in the breaking stage of the vortex are likely to be quite complicatedhigidly
non-linear. The break up may have an important role in the case studiesestigate so
the model must simulate these events wéhis was assessed with maps of geopotential

height at 10hPa.

3. The model should have an accurate simulation of tropospheric dynamiosdium-range
timescales. The mechanism for the impact of the stratosphere on the trepmspay
depend on the state of the troposphere. Hence if the troposphere ig pionunlated this
may affect the model's simulation of this mechanisifhis was assessed with maps of

geopotential height at 1000hPa.

Both models are based on the primitive equations. These equations carvied fflem the full

equations of mass for a gas in a rotating frame by :

e Assuming the vertical momentum equation can be replaced by hydrostaticdéalan

¢ Neglecting the Coriolis force associated with the horizontal component ofatth’'&rota-

tion vector.

e Assuming a shallow atmosphere. This means that the distance from any pihi@tatmo-

sphere to the centre of the earth is approximated by the same constantetistanc

3.3.1 Met Office 64L HadAM3 Model

The Hadley Centre Atmosphere Only Model 64 Level version is a climateigii@ad model

((Austin, 2002), the version of the model used in this study does not iac¢helcoupled strato-

55




Chapter 3 Design of medium-range ensemble forecastingiexgets

spheric chemistry component) . This model is an extended version of the&OWMeé unified
model which is used for both forecasting and climate prediction (Cullen,)1998 model has
relatively low horizontal resolution (3.7%ongitude x2.5 latitude). The horizontal discretization

is via a gridpoint method on an Arakawa 'B’ staggered grid.

The model has a similar number of vertical levels as the IFS model (see se@i8h &nd a
similarly well resolved stratosphere. The vertical coordinate used is adhgigma-pressure

coordinate (Simmons and Burridge, 1981).

The HadAM3 model does not have the capability to automatically generatmblesmembers.
For these test runs we used a similar technique to that used by Laho2.(Z$farate sets of
atmospheric initial conditions were generated by running a control modetatimg and selecting

model dumps 6 hours apart.

e Equation SetPrimitive Equations

e Horizontal Representation Gridpoint

e Horizontal Resolution 3.75°longitude / 2.5’latitude

e Horizontal Grid Arakawa 'B’ (Arakawa and Lamb, 1977)

e \ertical RepresentationGridpoint

e \ertical Coordinate Hybrid Sigma-Pressure (Simmons and Burridge, 1981)
¢ Vertical Resolution L64

e Time Stepping Split-Explicit two step procedure with adjustment and advection phases.

Two step Heun scheme used in the advection phase.
e Hydrostatic

e Levels above 100hP38
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Figure 3.2 Pole temperature at 10hPa for two control ensemble simulations. a) sbiéiisO
simulation, UKMO analysis plotted in solid black, NCEP Re-Analysis plotted indibtie. Blue
lines show individual ensemble members. b) shows ECMWF simulatioMMEGnalysis plot-
ted in solid black, NCEP Re-Analysis plotted in dotted line. Red lines shows inaiedsemble

members.
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3.3.2 Results of test experiments with UKMO Hadam3 Model

1. The model does not adequately represent the evolution of the stratesp zonal mean
diagnostics. The stratospheric sudden warming in the UKMO analysis isnshevan
increase in polar temperature, reaching a maximum on 25/02 (Fig. 3.2 (6)raduction
of zonal mean zonal wind at 60N (Fig. 3.3 (a)) from westerly to eastaalyes. The
UKMO ensemble captures the polar temperature warming and the reductiomahmzean
zonal wind speed, but fails to capture the maximum in polar temperature or minima in
zonal mean zonal wind. This is particularly evident in the polar temperaheensemble

members appear to be limited in the amount of polar warming which they can achieve

2. The model is not able to simulate the split in the polar vortex. Figure 3.4()ssthe
UKMO analysis on 27/02. In the analysis the polar vortex is split into two pants to the
north of the UK and one over Eastern Asia. The corresponding ensemhle fiorecast
(Fig. 3.4(b)) shows the development of two separate centres in the motaxvbut these
centres are still linked through the ring of moderately low geopotential héghexample

shown by the 30.4 km contour).

3. The model has a limited representation of tropospheric dynamics which enayabed to
its low horizontal resolution (Buizza et al., 2003). Figure 3.5 (a) andi{byvg¢he UKMO
analysis on 27/02 and the ensemble mean forecast. The ensemble meast fdoes not
simulate some of the features in the tropospheric flow such as the two intenseilgin
centres in the Pacific basin (over western North America and Eastersi&y@ombining

these features into a single low height centre over the central Pacific.

The UKMO Hadam3 model does not suitably simulate the tropospheric or gthatos evolution
of the stratospheric sudden warming. As this test case would be the fil& tifree case studies
investigated in chapter 4 this implies that the model would not be suitable for ffeziments

outlined in this chapter.
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Figure 3.3, Zonal Mean Zonal Wind at 60N and 10hPa for two control ensemble siionga
a) shows UKMO simulation, UKMO analysis plotted in solid black, NCEP RdyAisaplotted
in dotted line. Blue lines show individual ensemble members. b) shows EGfilations,
ECMWF analysis plotted in solid black, NCEP Re-Analysis plotted in dotted lingl liRes

shows individual ensemble members.
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3.3.3 ECMWEF IFS Model

The ECMWF IFS model is the standard model used by ECMWF to make mediuge-vazather
forecasts. The version of the model used here has 60 levels in the hantiitancludes 25 levels
in the stratosphere. The model is a spectral formulation of the primitive egsatiothis version
of the model the truncation is T255, this results in an approximate horizostlten of 0.6

longitude x0.8 latitude.

The vertical coordinate is a hybrid sigma-pressure coordinate dedtyt®immons and Burridge

(1981) and will be discussed in more detail later.

The modelling system has an operational capability to generate ensemigastsreEnsembles
are generated by making small perturbations to the initial conditions of the méssturba-
tions are defined by examining the singular vectors of the initial conditiongutsinvectors are
selected which involved the largest growth over the initial evolution. Thisilshesult in an
efficient sampling of the initial probability distribution function (pdf). A full iggeation of the
model is completed for each of the sets of initial conditions. For more details seriViet al.
(1996). This system has been used operationally at ECMWF for a nwhipears and as such is

well tested.

The model is structured as follows.

e Equation SetPrimitive Equations

e Horizontal Representation Spectral

e Horizontal Resolution T255 (approx. 0.6x0.6° grid)

e Horizontal Grid Reduced Gaussian (Hortal and Simmons, 1991)
¢ Vertical RepresentationGridpoint

¢ \ertical Coordinate Hybrid Sigma (Simmons and Burridge, 1981)
¢ Vertical Resolution L60

e Time Stepping Semi-Implicit Semi-Lagrangian
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e Hydrostatic

e Levels above 100hP&5

3.3.4 Results of test experiments with ECMWF IFS Model

The ECMWEF forecasting model performs much better in the test case tharikKti©unodel

1. The models simulation of the stratospheric evolution is close to the ECMWFsialy
both polar temperature (Fig. 3.2(b)) and zonal mean zonal wind (FigbB.3Hor the first
five days of the model run the ensemble follows the analysis closely, towaehthof the
run polar temperatures decrease more rapidly in the model ensemble tharamathsis

and the zonal mean zonal wind starts to increase in the ensemble.

2. The model has a much better simulation of the polar vortex split than the UKM#&Imo
Figure 3.4 (c) and (d) shows the ECMWF analysis and ensemble meamsbi@t the
10hPa pressure surface. The model forecast has a split in the paiex and places the
two halves of the split vortex in the correct geographical locations (to ¢ of the UK

and over eastern Eurasia).

3. The tropospheric forecast of the model (Fig. 3.5(d)) closely relsntine ECMWF analy-
sis (Fig. 3.5(c)). The location and number of tropospheric synoptic sgatems is correct

although their central magnitude in the ensemble mean is smaller than in the analysis.

The ECMWEF IFS modelling system is much more appropriate for the experimatitseal in
this chapter. In each of the four diagnostic tests outlined in this section the/ CN¥S model
outperforms the UKMO Hadam3 Model. This is perhaps unsurprising as@E- model is
designed for numerical weather prediction on short timescales whered&tathAM3 model is
designed for long climate integrations. There have been several stuliels have suggested
that increasing horizontal resolution increases the skill of tropospfasacasts (Simmons et al.,
1989). Also the parameterisations and their tuned parameters in the UKMO wibdi@ve been

designed to simulate a good model climate and may not necessarily be partiaplandypriate for
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@ UKMO Analysis by UKMO Forecast

(d)

Figure 3.4 Geopotential Height maps at 10hPa 6 days into forecast period (27/2j1€ntour
interval is 0.2km. a)Shows UKMO Analysis, b) shows ensemble mean WAgk€ast, c) shows

ECMWEF Analysis and d) shows ensemble mean ECMWF Forecast.
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@ UKMO Analysis by UKMO Forecast

(d)

Figure 3.5. Geopotential Height maps at 1000hPa 6 days into forecast period (BRQ2)1 Contour
interval is 0.1km. a)Shows UKMO Analysis, b) shows ensemble mean UAgk€ast, c) shows

ECMWEF Analysis and d) shows ensemble mean ECMWF Forecast.
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medium and extended range forecasting. The ECMWF IFS model wasrcfarghe experiments

in chapter 4.

3.4 Adjustment Processes

To the extent that the atmosphere exhibits balanced flow, making a changet@thspheric PV
distribution will immediately have an impact on the tropospheric flow due to the ellipticre of
the PV inversion operator. It has also been shown in a number of studiethéhmagnitude of
this impact is not trivial (Hartley et al., 1998; Black, 2002). In these @rpents the stratosphere
will have an impact on the troposphere as soon as the model runs one timékiegver it
is important to check that while the experimental design will capture this feafuttee flow,
there are no spurious impacts of the stratosphere on the troposphete ihgedesign of our

experiments.

As mentioned in the introduction the initial conditions in the non-nature run arenrmalance.

The model will attempt to adjust the initial conditions toward a more balanced state iways:

e The divergence fields in the stratosphere are not the same in the nadureranature runs.
This causes a large change to the time-tendency of the surface préekiie the first

timestep.

¢ In the transition layer in the non-nature run flow and mass fields are mof balance

than in the same region in the nature run.

This section examines the quantitative size of these effects and their impabis tnopospheric

flow.

3.4.1 Adjustment of surface pressure to stratospheric divgence field

In this section the adjustment of the model surface pressure field to the ingigbdtion of

divergence in the stratosphere is examined.
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The ECMWEF IFS model is hydrostatic and uses a Simmons et al. (1989) Veitjosa coordi-
nate. This vertical coordinate is a terrain following coordinate at the seidad a pure pressure

coordinate in the stratosphere. Pressure on each model level is given b

where :

Py 1 -is pressure on half levels

Ak+l andBkJr; - are constants which determine the structure of the model levels
2 2

P; - is the surface pressure

The hydrostatic equation in the model is expressed as

NLEV P
¢k+§ = ¢s + Z Rdry (Tv) In P—2 (32)
j=k+1 i=3

where:

Model levels run from 0-60, ie j=0 is the model top and j=NLEV=60 is the |ldawezdel level
¢s - Is the surface geopotential

¢k+% - is the geopotential on model level §+

T, - is the virtual temperature. This is defined as

Tv =T [1 + {Rvap/(RdT‘y - 1)}}

where:

T - is the temperature
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g - is the specific humidity
R.qp - is the gas constant for water vapour

Ry - is the gas constant for dry air

The hydrostatic equation is calculated in the model starting at the surfacerakihg to the
model top, so the geopotential on model level 10 depends on the suefapetgntial and the sum

of the temperature structure multiplied by the log pressure below level 10.

The first term on the right hand side of Equation 3.2 is the surface getujatghich is fixed. The
summation term is made up of the virtual temperature on all levels below the lexlion height

is to be calculated and the pressure on the two half levels adjacent to thé tenyeerature.

The virtual temperature below the level in question is independent of thestteeric state. How-
ever the log pressure term is influenced by the stratospheric state baxfathe way in which

pressure levels are defined and the time tendency equation for surésseife.

Pressure on each half level is defined from equation 3.1. At initial time thiacgupressure in
both the nature and non-nature runs is identical so the height distributioe imogmosphere is

also identical.

After one timestep the surface pressure changes according to the fglegirmation.

NLEV
0 (In Ps) 1
—_— = — D A P, -VinP,)AB 3.3
51 ; . De & Py + (vk n Ps) A By (3.3)
where:

P - is surface pressure

Py - is pressure on a model level

Dy, - is divergence on a model level

v, - IS wind vector on a model level

A By is the difference in the amount of weighting given to the surface presguhe adjacent
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model half levels in the sigma coordinate (equation 3A).B;, is zero above model level 24.
Changes to initial conditions are made at level 24 and there is interpolatioedretervel 24 and
27. This means that for a large part of the stratospheric changes tireildecm on the right hand

side is zero.

The divergence fields in the stratosphere in the nature and non-nasranre very different. This
means that the first term on the right hand side of equation 3.3 will be diffat¢he first timestep
in the nature and non-nature runs. Therefore there will be an immediatetimpalce surface
pressure as soon as the model is run through one timestep which will be cicatedrthroughout
the depth of the model by equation 3.2. Experiments run to test the impact ef¢chasges on
the surface pressure and geopotential distribution are described beddimd the difference in
surface pressure tendency at the first timestep between the naturerandtare runs we can use
equation 3.3. This difference can be calculated for each set of model @aitiditions. Figure 3.6
(a) shows the difference in surface pressure between the natuneanthture cases after 1 hour.
This difference is calculated off-line, assuming that the only contributiongdehdency is due
to the difference in the initial divergence field (the change of surfaesgure over time from the
initial conditions is calculated from equation 3.3, the derivative can thentbgrated forward to
give the change to the surface pressure after an hour of the modleTherchanges to the surface
pressure associated with this difference are very smalb Pa) and have little coherent spatial
structure. In contrast the differences between the nature and iore mans after one hour taken
from model output (Figure 3.6 (b), note different contour intervahfrbig. 3.6 (a)) are much
larger. This suggests that the divergence adjustment process outhoeelia a relatively minor
change compared to changes to the surface pressure caused ggstmthe evolution of the

stratosphere and troposphere in each case.

Figure 3.6 (c) shows the typical percentage difference in geopoteptgiton each model level
if changes are made to the surface pressure. A reference temperafilestaken from the model
is used in these calculations (we assume that virtual temperature can lweddpjdemperature).
The maximum change to the surface pressure in the off-line divergaetmdation is 5 Pa. The
solid line shows that a change to the surface pressure of 5 Pa result®iy srmvall change in
geopotential height in the troposphere. Even if this change is multiplied litar faf 10 (dashed

line) there is a very small change in geopotential heigh0(05%).
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(a) Difference in Surface Pressure between Nature (b) Difference in Surface Pressure between Na-
and Non-Nature runs calculated off-line using sur- ture and Non-Nature runs calculated by numerical

face pressure tendency equation. Units are Pa, shad-model. Units are Pa (note contours are 40 times

ing shows negative difference. those in figure (a)), shading shows negative differ-
ence
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is changed by 5Pa (solid line, maximum from tendency calculation), 2.5Pa
(dotted line) and 50Pa (dashed line).

Figure 3.6. Surface Pressure adjustment diagnostics

The impact of the change to the stratospheric divergence field on tleesymfessure field is very
small. The divergence field in the non-nature run has only a small impacteogettpotential
field in the troposphere. It is not unreasonable to imagine that the stratisgivergence may

have an impact on the tropospheric flow in the real atmosphere, to the thdetite atmosphere
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is hydrostatic.

3.4.2 Changes to gravity wave propagation

In the transition layer in the non-nature run flow and mass fields are moref tmatance than
in the same region in the nature run. Above and below the transition layer initiditmmns are

taken from the nature run in the troposphere (below 120hPa) and froonal mean of a cold
stratospheric state in the stratosphere (above 80hPa). These fieljspangimately balanced
as they both come from analysis produced by the model. In the region betihese two states
initial fields are created by linearly interpolating between the two states. Todegs introduces
imbalances into the initial condition. These imbalances will be removed by patipagf inter-

nal gravity waves. If there is a large extra flux of gravity wave activipnfrthe stratosphere into

the troposphere then they may affect the evolution of the troposphere.

3.4.2.1 Initialisation Procedures

There are a number of methods which can be used to initialise a numericalewéatrast to
remove initial imbalances. In particular, ECMWEF has developed a Normakkitdtialisation
(NMI) procedure (Temperton, 1988). When this procedure was apfdi¢he non-nature initial
conditions it made large changes to initial fields throughout the stratospheréroposphere.
Applying the NMI procedure to the nature initial conditions introduced ckangthe troposphere

which were not identical to the changes to the troposphere in the noreniaitiel conditions.

Our experimental design requires that the troposphere should be idémticaresponding en-
semble members in the nature and non-nature runs. The NMI proceduret ¢ee configured to
make changes to the stratosphere and troposphere alone. The Nidtlprecannot be used in
these experiments to remove additional imbalances in the the initial conditionsrdnheature
run. This means that there will be additional gravity wave activity in the retare run intro-
duced by the construction of the artificial set of initial conditions. If thisitaital gravity wave
activity propagated mainly into the troposphere then it may change the ttograsfiow. The

vertical propagation of gravity wave activity in the model was investigatedtastarun of the
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control member of the first case study. Output from the tests runs wasett high frequency

(1 hour) so that the vertical propagation of gravity wave activity couldibgnosed.

3.4.2.2 Momentum Flux Diagnostics

To diagnose gravity wave propagation in the model there are a numbehofdees which could

be used. An obvious choice is the Eliassen-Palm Flux.

F@ = poacosd(u.v0 /0, — v'd) (3.4)

F® = poacos¢ ([f - (acos $) (T cos ¢)| V0" /0. — W) (3.5)
(2)

V-F = (acos qb)_l%(F(d))COng)) + 82; (3.6)

where:

u - is zonal wind

Vv - is meridional wind

0 - is potential temperature
po - Is basic state density

a - is the radius of the Earth
f - is the coriolis parameter

Z - is the log-pressure height

¢ - is the latitude

Eliassen-Palm Flux is derived from the Transformed Eulerian Mean (Tiekhulation of the
primitive equations. The formulation divides atmospheric motions into zonal raedreddy
parts. The divergence of the Eliassen-Palm flux gives an indicatior d6thing of eddy motions

on the mean flow (Andrews et al., 1987).

However diagnosis of the direction of propagation of the group velocitigefvaves is somewhat

complicated when using EP Flux. In the WKB (Salby, 1996) approximation ttteavave period
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and wavelength of the background flow is much larger than that of the micideve, a reasonable

approximation here)

F =czA (3.7)

where:
A - is the wave-activity density

cq - is the group velocity, which is in the same direction as the propagation afener

A:_k( L ) (3.8)

where:
E - is the wave energy densify (v + v'2 + ®2/N?)

w - is the frequency of the wave ards the zonal wavenumber

Wave-activity density can take either positive or negative sign so thetidineaf propagation of
the group velocity is not always in the same sense as the Eliassen-PalAlSaxvave-activity

density is defined for individual waves with a particular frequency aadamumber. Itis not clear
how this could be generalised for model output which has oscillations omaenof frequencies

and wavenumbers.

An alternative to using the full EP Flux is to use the vertical momentum flux.

—u/w’ (3.9)
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where
u’ - is the deviation of the zonal wind from its zonal mean

w' - is the deviation of the pressure vertical velocity from its zonal mean

Miyahara et al. (1986) states that using this diagnostic allows for betteirdisation between
planetary wave and gravity wave fluxes. Planetary waves have a leagjélux term which would

dominate calculations of EP Flux (see equation 3.5).

The vertical momentum flux alone cannot diagnose the direction of propagd gravity waves
in the vertical. For example a downward and westward propagating graaitg tkansports west-
erly momentum downward and an upward and eastward propagating graviytransports east-
erly momentum upward. Both of these momentum fluxes involve anti-correlatinonal and

vertical velocity.

Regions in which the magnitude of the vertical momentum flux is increased indicaterease
in the gravity wave activity. It is assumed that the only region in which the initalddions
in the non-nature run are further from balance than in the nature run tsathgtion layer. It
is reasonable to assume that any increase in the gravity wave activity inghthfeee days of
the run originated in the transition layer. Therefore if there are largeaserein the downward
propagation of gravity waves then it is assumed that this will be observadasge increase in

the magnitude of the tropospheric vertical momentum flux.

The mean vertical momentum flux over the first three days of the run is showig. 3.7.

The mean vertical momentum flux is very similar in the nature and non-natuse Tine largest
differences in vertical momentum flux occur in the middle stratosphere. Uiggests that most of
the increased gravity wave activity in the transition layer propagates dontarthe stratosphere.
Although there are differences in the vertical momentum flux in the troposptiese are much
smaller than those in the stratosphere and represent only a small peecelnémgie to the total

vertical momentum flux in the troposphere.

Further information about the changes to vertical momentum flux (and fgraedy wave ac-
tivity) can be obtained by considering the total absolute vertical momentun{TA)x This is

calculated as follows:

72




Chapter 3 Design of medium-range ensemble forecastingiexpets

10

Pressure / hPa
Pressure / hPa

100

80 60 40 20 0
Latitude Latitude

(a) Mean Vertical Momentum Fluxg?s—*) for first (b) Mean Vertical Momentum Fluxig2s—*) for first

three days of Nature Run. Shading shows positive three days of Non-Nature Run. Shading shows posi-

flux. Contour interval is 0.0m2s 4. tive flux. Contour interval is 0.052s 4.

© 10
o
e
°
5
]
)
o
% 100
1000 .
80 60 40 20 0
Latitude

(c) Difference in Mean Vertical Momentum Flux
(m?s~%) for first three days Runs. Shading shows pos-

itive difference. Contour interval is 0.052s%.

Figure 3.7 Vertical Momentum Fluxes
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90
TA@Lt) = [We/(6,1,1)] (3.10)
$=0

where :

TA - is a function of model level (I) and time (t)
u - is zonal velocity

w - is pressure vertical velocity

¢ - is latitude.

Total absolute vertical momentum flux indicates the amount of gravity wavétgain a given

model level at a particular time.

Figure 3.8 shows the evolution of the total absolute vertical momentum flux éofirgt three
days of the run over a number of model levels. Figure 3.8 (a) shows tHeabstalute vertical
momentum flux on a level in the buffer zone. On this level the amount of grasdtye activity
in the non-nature run (dotted line) is much larger than in the nature run cwédirshday of the
integration. After this the total absolute vertical momentum flux is very similar. inbeease
in gravity wave activity in the transition layer indicated by the increase in toblabe vertical

momentum flux is only present in the first day of the non-nature integration.

Figure 3.8 (b) and (c) show the total absolute momentum flux just below anakjage the buffer
zone. Above the buffer zone (Figure 3.8) there is a similar increase inafasalute momentum
flux in the first day of the run which is sustained for the first 10-20 housslow the buffer
zone (Figure 3.8) there is an increase in the total absolute momentum fluxheftérst hour
of the run but this is rapidly reduced and after 5 hours of the run the tbtallate momentum
flux is very similar in the nature and non-nature runs. This suggests thatajuity of extra
gravity wave activity in the non-nature run propagates upwards fronbtiffer zone into the
stratosphere. While a small amount may propagate downwards into the toppesphere the
total absolute momentum flux in the upper troposphere of the non-naturapigty returns to a

level comparable with the nature run.
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Figure 3.8 Total absolute vertical momentum flux.3s—*) for the first three days of the nature
run (solid line) and the non-nature run (dotted line) on model level (g)r&&ar 130hPa, in the
buffer zone, (b)21, near 55hPa, above the buffer zone, (c) 32,3@hPa, below the buffer zone
and (d) 50, near 900hPa, in the lower troposphere.
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In the lower troposphere (Figure 3.8 (d)) there is no evidence of a sinhigarge in the magnitude
of the total absolute momentum flux, although there is enhanced variability diutkis the non-

nature run.

Vertical momentum flux diagnostics can give an indication of the amount gitgreave activity
in a particular location and at a particular time in test runs of the nature andatare initial
conditions. The results in this section suggest that the amount of vertical mxamd&ux, which
is related to gravity wave activity, is very similar on tropospheric model leveilseémature and
non-nature test runs. This suggests that much of the extra gravity wavigyantroduced into
the transition layer in the non-nature run propagates upward into the ptnatesand does not

adversely affect the tropospheric flow.

3.4.2.3 Hayashi Analysis

Another method for analysing the propagation of gravity waves in the motiekisn a Hayashi
Analysis (Hayashi, 1982) on vertical velocity output from the model. ldhiyanalysis computes
the power of the vertical velocity timeseries as a function of zonal waveauand frequency
of eastward propagating, westward propagating and stationary wistgnates of the power
associated with short timescale oscillations in the vertical velocity can be maaigabysing the
output of the Hayashi analysis. As in the previous section it is assumearkiahcrease in
the power of short timescale oscillation over the first three days of the node$ due to the
increased gravity wave activity in the transition layer. An increase to thepofishort timescale
oscillations in the troposphere of the non-nature run compared to the matuneuld be related

to increased downward propagation of gravity waves in the non-natare r

An example of the output of the Hayashi analysis is shown in figure 3.9ré&R)9 (a) shows the
power of the 100hPa vertical velocity timeseries from the nature run. Tbissthat a large part

of the power of this timeseries comes from low frequency and small wavestuosbillations.

Figure 3.9(b) shows the power of the 100hPa vertical velocity timesedestfre non-nature run.
There is much greater power on the 100hPa pressure surface in thetuwa run then in the
nature run. This is expected as the 100hPa level lies in the transition layer motinature run,

where we expect a large increase in gravity wave activity at the staredhtlgration. Figure
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3.9(b) also shows that there is an increase in power at higher freggen®©scillations with

periods smaller than 1 day are likely to be gravity waves.
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Figure 3.9: Power of 100hPa vertical velocity timeseries for different frequencieswaansnum-
bers. Negative frequencies indicate westward travelling componentisivpdsequencies indi-
cate eastward travelling components. Blue shading shows regions wénehrtegative power.
In these regions the Hayashi analysis fails because the assumption dilidtmss can be par-
tioned into standing and travelling parts which are incoherent with each astrast true (Hayashi

(1982),p.161). Dotted lines indicate frequency of oscillations equal to iagherf 1 day.

By performing a Hayashi analysis on the vertical velocity at a number adrdifit pressure sur-
faces we can attempt to isolate the gravity wave activity throughout the motted imature and
non-nature runs. An estimate of the power associated with gravity waveaatnlevel is made

by summing the power for all wavenumbers with period less than one day.

Figure 3.10 shows the percentage change in the power associated \ittioss with period less
than one day between the nature and non-nature runs. A positiveechmticates an increase in
the non-nature run. This figure shows a small percentage increasgiovtiee at high frequencies
in the stratosphere. In the troposphere there is very little change in the pohigh frequencies.

There is a small increase in westward propagating gravity wave activigiMt Bhis can also be
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Figure 3.1a Percentage change in power of oscillations with period less than one daebée

nature and non-nature runs. Solid lines show change at 60N, dottedsliteeg change at 40N.
seen in the positive increase in vertical momentum flux in figure 3.7 (c).

This suggests that the increase in gravity wave activity in the transition layaeinon-nature

run propagates upward into the stratosphere and very little of this wawityaptiopagates into

the troposphere.

The wave diagnostics shown in the previous two sections suggest thatddittieere is an increase
in gravity wave activity in the non-nature run caused by imbalance in thedmdhe, most of this
wave activity propagates upward into the stratosphere. Gravity wawityaatithe troposphere in
the non-nature run is similar to that in the nature run. The extra gravity waiwetaintroduced
into the transition layer in the non-nature run does not adversely efiettdhospheric evolution

because we hypothesis that most of the extra activity propagates uiniathde stratosphere.
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3.5 Summary of Experimental Design

This chapter outlines the design of medium-range ensemble forecastinmgepis which exam-
ine the impact of the stratosphere on the troposphere during three 'dodipropagation’ events

in the AO index.

Each experiment consists of two medium-range forecast ensembles.xpé&engents are run
with the ECMWEF IFS forecasting model which produces a good medium-isingdation of the

stratospheric and tropospheric flow during stratospheric sudden waawemts.

Experiments are run for 20 days with 30 ensemble members. Ensemble menebgeserated
using the standard ECMWF ensemble generation technique based on rsimgitet analysis of

the initial tropospheric state.

The two ensembles are referred to as the nature and non-nature ersseftideensembles are
identical in all aspects apart from their initial conditions. The initial conditionthe nature run

are taken from analysis. Initial conditions in the non-nature run are identithe troposphere but
have initial conditions in the stratosphere replaced by initial conditions fregparate analysis.
The stratospheric initial conditions in the non-nature ensemble are chobawddhe opposite

polarity in the AO index as the stratospheric initial conditions in the nature run.
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CHAPTER 4

Results of medium-range ensemble forecasting experiments

4.1 Introduction

Chapter 2 found and characterised a relationship between the stratogpltetroposphere in
a long AO amplitude dataset. This chapter shows the results from the experidescribed in
chapter 3. These experiments seek to further answer the questiodsrpteeintroduction and to
determine if the predictive relationship between the stratospheric and pfogris AO timeseries

in chapter 2 is related to a causal impact of the stratospheric state on thepinepic flow.

4.2 Choice of Case Studies

Case studies are chosen to replicate 'downward propagation’ events &Othedex. Three
winters are selected for study. The time evolution of the AO index is shown imFig In this and
similar figures, negative (red) values indicate a weak stratosphericyaotex displaced from the
pole, positive (blue) values indicate a strong stratospheric polar vdgeggmore symmetrically
about the pole. Thick black lines indicate the dates chosen for the threstoases examined in

this chapter.

The first case study is for a mid-winter stratospheric sudden warmingt elgimg winter

1998/1999 (Fig. 4.1(a)). This is an example of a “wave-two” suddemivey of the kind de-
scribed by O’Neill (2003). The stratospheric sudden warming is shguwthéolarge negative AO
index values in the stratosphere in late-February. Following this event, fiaspberic AO index

is biased toward negative values up to 60 days after the event.

The second case study is for a hybrid “wave-one/wave-two” type ofwamder stratospheric

sudden warming during winter 2001/2002 (Fig. 4.1(b)). The vortex isdated from the pole
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Figure 4.1: AO Index for NH winter (a) 1998/1999, (b) 2000/2001 and (c) 1996/19Red and
yellow colours show negative index or warm disturbed conditions. Bluezaedn colours show
positive index or cold disturbed conditions. Index between -0.5 and 0.5tishagoled. Thick

vertical lines show start and end of integration for each case study.

and split into one large vortex and one small vortex. A second case stutjuded as a check

on the robustness of results emerging from the first case study.

The third case study is for the opposite situation in which the stratospheric yiot&x was
much stronger than normal during winter 1996/1997 (Fig. 4.1 (c)) Althdbgle is no similar
downward tilt in AO index values here as in case studies one and two, the @& in the

troposphere during February is biased toward positive values.

The case studies chosen for these experiments represent largeie=paf the AO index, and

hence the stratospheric variability, from its climatological winter state. Weedtmosxamine very
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large amplitude stratospheric events to maximise the signal-to-noise ratio okpenirents.
Data analysis suggests that the relationship between the stratospherepgphere is small
and occurs on timescales greater than 10 days (chapter 2). On thesal#nésitial condition
uncertainty is expected to be large. Typical root mean square spread2member ensemble
forecast, using the ECMWF IFS system at T106 resolution, is 60m in thehE@Dgeopotential
height field at 10 day lead time (Buizza et al., 1998). To determine a statistidgHificant
impact of the stratosphere on the troposphere the largest amplitude dtetogvents should be

examined.

4.3 Large scale changes in the Stratosphere-Troposphere system.

This section examines the large scale differences in the troposphereshdtweenature and non-
nature runs. We use the AO Index diagnostic to characterise the largevacability in the

stratosphere and troposphere. A number of contentious issuesrslitfmuinterpretation of the
AO (see section 1.3.1.1). We use the AO index as a practical tool for exajiimerhemispheric

scale flow in the stratosphere and troposphere.

AO index can be determined from the model integration by comparing ged@btegight anoma-
lies in the model against the AO patterns derived from analysed data. Thisésby a least

squares minimisation given by the formula:

min| Z(p,t) — AOI(p,t) Z(p) aol*, (4.1)

where Z(p,t) indicates geopotential height anomaly at a given pressdrenae, AOI(p,t) indi-
cates the AO Index at the same pressure and timeZdpilyo indicates the signature of the AO

at the same pressure.

To test whether the mean of the two distributions from the nature and norerextsembles are

significantly different we use the student t-test (Wilks, 1995).
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4.3.1 Case Study 1:Mid-winter stratospheric sudden warming.998/99
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Figure 4.2 AO Index versus pressure and time for Case Study 1. (a)Ensemble oheea-
ture ensemble (warm stratospheric initial condition), (b)Ensemble méanrenature ensemble
(cold stratospheric initial conditions, (c)Derived from NCEP reanalysil{i&in and Dunkerton,
1999) (d)Difference between ensemble mean of nature run and klesem@an of non-nature run

(shading shows significant difference at®=xonfidence.)

Figure 4.2(a) shows the ensemble mean AO Index of the nature ensemldeshdtvs the qual-
itative structure evident in the analysis (Figure 4.2(c)). However, theninae of the ensemble
mean AO index in the lower troposphere in the later part of the run (08/0831L& much less
than in the analysis. This discrepancy is related to the increasing spréag eisemble at this
time. An ensemble mean in this case tends to smooth out large magnitude feagdsesd prindi-
vidual members. The AO index in individual ensemble members (not shavmves similarly

large values as shown in Figure 4.2 (c).
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Figure 4.2(b) shows the ensemble mean AO index in the non-nature statesalse. The initial
strong vortex conditions in the stratosphere present in this run are shoWwiue colours in the
stratosphere at initial time. The blue colours are rapidly replaced by wHIitslyeolours indi-
cating a disturbance to the vortex. The vortex is being disturbed by thelgoivan anticyclonic
feature throughout the stratosphere which develops as planetaryesichigss penetrate upward
from the troposphere. The stratosphere has some memory of its initial abék abate; its dy-
namical state is not exclusively determined by tropospheric disturbanibegefore the evolution
of the stratosphere is significantly different in the nature and non-naineeat all times during

the integration.

Figure 4.2(b) also shows a small difference in the ensemble mean AO index iroffiosphere
in the first three days of the run. Figure 4.2(d) shows that this differensmall but statistically
significant. This difference is due to the adjustment of the surface peessthe non-nature en-
semble to the initial stratospheric divergence field in the non-nature enséseblsection 3.4.1).
The magnitude of the change caused by this adjustment process is veryissealins reasonable
to hypothesise that this process is not responsible for the large changeA® thmplitude seen

toward the end of the run and the re-emergence of statistical significatiue difference fields.

The key result displayed in Fig. 4.2(b) shows that the tropospheric tamolis different in the
nature and non-nature ensembles. The non-nature ensemble has a ongérseturn to undis-

turbed conditions at the end of its evolution (15-20 days) than is shown imdha ensemble.

The nature of this change over the ensemble can be examined by plottingdnissogf the AO
amplitude on the 1000hPa surface for different time periods throughewath(Fig. 4.3). For the
first 10 days of the run (Fig. 4.3 (a) and (b)) the distribution of the AO enlidOOhPa pressure
surface is very similar in the nature and non-nature ensembles. As theagregses the AO
distribution in the nature ensemble moves toward negative values and exreaspread and the
AOQ distribution of the non-nature ensemble remains close to zero and iesréaspread (Fig.
4.3 (c) and (d)). By the end of the run the PDF of the tropospheric AQifieditoward the mean

AO in the stratosphere.

The difference between the runs is highlighted in Fig. 4.2(d). There i$aaelifce in the ensemble

mean AO index of 1.0 (non-dimensional units) over 15-20 days which iststatig significant.
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Figure 4.3 Normalised histograms for AO index on 1000hPa surface for nature drsdned

bars) and non-nature ensemble (blue bars) for four periods of thgay®-4.5 days, (b) 5-9.5
days, (c) 10-14.5 days and (d) 15-20 days. Blue bars are plottedlathe appropriate width
for comparison with red bars eg blue bar between 0.25 and 0.75 repgse$eguency of AO

amplitudes between 0 and 1.0.
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The relationship between this difference and standard meteorologiéabhesr is noted in the
section 4.4. The isopleths in Fig. 4.2(d) also show evidence of an appamenward progression
through the stratosphere toward the troposphere. In the troposgfferentes in the AO index

appear to occur almost simultaneously in common with the analysis.

We conclude that, in this case study, stratospheric initial conditions havelbbemsignificant
impact on the mean evolution of the troposphere. This change is statisticallficsighafter
approximately 15 days of the model integration. Broadly speaking thet éfeécthe sense that
a stronger, colder stratospheric vortex induces a stronger zonairfltve troposphere, though

there are important regional effects which we discuss later.

4.3.2 Sensitivity tests

The sensitivity of tropospheric differences to the region over whicimgés to the initial con-
ditions are made in the non-nature ensemble is investigated by running twerf@@member
ensemble forecasts of Case Study 1. In the new ensemble forecagieshaihe stratospheric
initial conditions are made above 40hPa (transition layer 40-80hPa) awe 4BbhPa (transition
layer 10-40hPa). The difference between the ensemble mean AO intlesefnew runs and the
nature ensemble is shown in Fig. 4.4. This figure should be compared toférendes between

the nature and non-nature ensembles shown in Fig. 4.2 (d).

Making changes to the stratospheric initial conditions above 40hPa (Fig)yl#s a similar
response in the troposphere to making changes to the stratospheric imt#laws above 80hPa
(Fig. 4.2(d)). There are significant differences to the troposphenicditer 15 days into the run

which have typical sizes of 1.0 non-dimensional AO index.

In contrast making changes to the stratospheric initial conditions abowal(@tg. 4.4(b)) does
not have a similar response in the troposphere to making changes to thspdteato initial con-
ditions above 80hPa. Although there are similar downward tilting structureg iAGhindex dif-
ference through the stratosphere, the change to the tropospheric &Qigwhuch smaller than
when changes are made to the stratospheric initial conditions at 80hPa@d-2bmensional AO

index in the 10hPa case compared to 1.0 non-dimensional AO index).
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Figure 4.4. Difference in AO Index versus pressure and time for sensitivity tests. h@des to
the stratospheric initial conditions made above 40hPa (transition layer@HP8). (b) Changes
to the stratospheric initial conditions made above 10hPa (transition laye4@ttPa). Shading

shows significant differences at 96confidence.

This suggests that making changes to the lower stratospheric PV distribaidhdimost impact
on the tropospheric evolution (as was suggested by the data analysigpiercBa The impact
on the troposphere is relatively insensitive to the exact level at whichgelsaare made to the
stratospheric initial conditions, the impact on the troposphere, in AO termgryssimilar if
changes to the stratospheric initial conditions are made above 80hPaver 4litPa. For the
remainder of experiments described in this chapter changes to the steatogpitial conditions

are made above 80hPa.

4.3.3 Case Study 2: Mid-winter stratospheric sudden warmin@001/02

As in case study 1 the evolution of the nature ensemble (Figure 4.5(a)) lisatjuely similar
to the evolution of the AO in the analysis (Figure 4.5(c)). However the middfmosphere in
particular has very low intensity toward the end of the run. Examination ofichatil members

suggests that this is due to large variability in the middle troposphere betwsemble members.

Figure 4.5 (b) shows the ensemble mean of the non-nature ensemble.isSTegdence here, as
in case study 1, of a rapid disturbance of the vortex, which is evidenstaig impact of the

tropospheric circulation on the stratosphere at this time.
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Figure 4.5 AO Index versus pressure and time for Case Study 2. (a)Ensembie ohewm-
ture ensemble (warm stratospheric initial condition), (b)Ensemble méanrenature ensemble
(cold stratospheric initial conditions, (c)Derived from NCEP reanalysil@®/in and Dunkerton,
1999) (d)Difference between ensemble mean of nature run and kleser®an of non-nature run

(shading shows significant difference at®=xonfidence).

As in the first case study there is a small but significant difference atdhteo$ the run due to the
hydrostatic adjustment. As before this difference is only significant oeefirtst two days of the
run. Sporadic patches of statistically significant difference betweerutigeaccur between 3-20
days of the integration. The largest differences to the tropospherioftour between 15-20 days
of the run as in the first case study (Figure 4.5(d)). This differencetals a similar magnitude to
the difference in case study 1 (approx 1.25 non-dimensional AO Indéwe) apparent disconnect
in the significance in the middle troposphere is related to the large variability in thegtohihe

differences in individual ensemble members (not shown).
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4.3.4 Case Study 3: Strong polar vortex 1996/97

Conversely to the first two case studies in this case the initial conditions in Htesgihere in
the nature run consist of a strong quasi zonally symmetric polar vorteinghd non-nature run

consist of a weak, disturbed polar vortex.
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Figure 4.6 AO Index versus pressure and time for Case Study 3. (a)Ensemble ohewm-
ture ensemble (cold stratospheric initial condition), (b)Ensemble meawomature ensemble
(warm stratospheric initial conditions, (c)Derived from NCEP reanalyBialdwin and Dunker-
ton, 1999) (d)Difference between ensemble mean of nature run aeddfe mean of non-nature

run (shading shows significant difference at®=onfidence).

Figure 4.6 (c) shows the AO index from analyses. The whole figure is daedrby blue colours
indicating that the zonal flow is strong throughout the stratosphere gpolsjppbere. There is no

apparent 'downward propagating’ anomaly from the stratosphere tordhesphere as in case
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studies 1 and 2. As in the previous case studies the ensemble mean of tieernat(kig. 4.6)

has a similar evolution to the analysis.

Figure 4.6 (b) shows the ensemble mean AO index from the non-naturéNhite colours in
the stratosphere indicate that the polar vortex is more disturbed in the hae-nan than in the
nature run. This difference is shown in Fig. 4.6 (d) and is statistically sigmfithroughout the

run.

The time evolution of the differences in the AO index in case study 3 is similar to the time
evolution of the differences in case studies one and two, though of thesib@gign. In particular
after 10-15 days the differences in the troposphere are of the samasdilga initial difference in

the stratosphere; when a weaker zonal flow is imposed as an initial conditilbe stratosphere
there is weaker zonal flow 10-15 days later in the troposphere. A nateubion with this case

is that the differences are not statistically significant ata5i& confidence level for the sample
size of 30 ensemble members. The changes to the AO index in the lower thepedgecome

statistically significant at and below t196% confidence level.

4.3.5 Results common to all case studies

e Stratospheric initial conditions in the model have an impact on the later evoldtite o
hemisphere-scale flow in the troposphere as measured by the AO indexdowmward
propagation of AO index signals from the stratosphere to the troposjghe simply
an apparent phenomenon resulting solely from different rates of temolaf dynamical

processes in the two regions.

¢ Inthe AO index this link is represented as a change in the tropospheric A@ds\he sign
of the initial index of the stratospheric AO. In all three case studies subhrege is evident
after about 15 days. The change is statistically significant in all threestadies at at least

the 90% confidence level.

e The gain in predictive skill of statistical models of the tropospheric AO whictuite
stratospheric AO information (chapter 2) is not a statistical artifact butrirrefiects a real

impact of the stratospheric state on the tropospheric flow.
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4.4 Dynamical Structure of tropospheric changes.

To further investigate the mechanism by which the stratospheric initial conslitiave an impact

on the troposphere we now examine changes to the tropospheric flow irdetaike

4.4.1 Changes in Geopotential Height

It is natural to start with geopotential height fields since such fields & imsconstructing the
AO index. We begin with an examination of the geopotential height differantte troposphere
between individual ensemble members. Each ensemble member in the natnomaradure runs
is generated using the same initial tropospheric perturbation. Any chatige évolution of the

tropospheric flow is related to the changes to stratospheric initial conditions.

Although the difference between the stratospheric circulations in the tw® ateon a large
scale, as characterised for example by potential vorticity, differencéseitroposphere occur
on the synoptic scale. Figure 4.7 shows a single time slice 10 days into theorarefrsemble
member 3 of case study 1 in the nature and non-nature runs. Figure ghé(e3 the difference
between the nature and non-nature runs. The horizontal scale akediffes at one time slice
and for one member is comparable to the typical size of synoptic scale libaracstabilities.

The differences in figure 4.7(b) can be directly traced to changes tooiggm or intensity of

individual synoptic structures in figure 4.7 (c) and (d).

The question arises : “Are there statistically significant differences l@stwgnoptic systems in

the two ensembles and where do these differences occur ?”

To isolate the synoptic systems we apply a 0-6 day high pass filter to the getiglobeight
at 300hPa. We then calculate the gridpoint by gridpoint standard deviaticgach ensemble
member and then calculate the ensemble mean. The standard deviation highligiagtiseorm

track regions of the northern hemisphere.

Figure 4.8 (a), (c) and (e) shows the ensemble mean standard deviagjeapuitential height at
300hPa in the nature run for the three case studies. In all three panslertinerack regions over

the Atlantic and Pacific ocean basins are highlighted as regions of largsdaseviation.
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Figure 4.7. Geopotential Height at 500hPa for ensemble member 3 of case study) shqws
ECMWEF analysis, (b) shows difference between nature and non-natuse shading indicates
negative differences, contour interval is 100m (c) shows nature rdri@rshows non-nature run.

All figures are for a single time slice 10 days into the run.

Figures 4.8 (b), (d) and (f) show the difference in the ensemble measesthdeviation between
the nature and non-nature runs in the three case studies. The statishdalasige of the differ-
ence in standard deviation between two datasets can be determined witrsa(\fitks,1995).
Regions in which the standard deviation of the two runs is not significantlgrdift at95%

confidence are not shaded.
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Figure 4.8. Standard Deviation of high pass filtered 300hPa geopotential height &¢lghiows
ensemble mean for nature run, case study one. (b) shows the difdsetween the nature and
non-nature runs in case study one. Shading shows regions of sthddwaiation which are sig-
nificant at 95% confidence. Blue colours indicate standard deviation is larger in nonraatu
ensemble. Yellow and Red colours indicate standard deviation is largetumenansemble.(c) as
(a) but for case study two, (d) as (b) but for case study two, (e) dsutefpr case study three, (f)

as (b) but for case study one.
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4.4.1.1 Case Studies 1 and 2 (Stratospheric Vortex strengthenedmion-nature run)

In case studies 1 and 2 the nature run has reduced synoptic timescalglitraoer the UK

and Scandinavia and increased synoptic timescale variability over SoutheypeEcompared to
the non-nature run. This corresponds to a southward shift of the $taok in the nature run
southward shift of the storm track, but the differences are largeshow statistical significance
over a wider area in case study 2. Such a shift corresponds to aechatie negative index of

the so called North Atlantic Oscillation (NAO).

Although the differences between the nature and non-nature runs inathiécsector are of
similar magnitude to those over the Atlantic sector the structure of these ddéefietds is not

the same for both case studies.

4.4.1.2 Case Study 3 (Stratospheric vortex weakened in non-naturan)

In marked contrast to the previous two cases, in case study 3 the natdrasincreased synoptic
timescale variability over the UK and Scandinavia and reduced synoptic tileesecibility over
Southern Europe compared to the non-nature run. This correspoagdstadistically significant,

northward shift of the storm track in the nature run as compared to theatome run.

Over the Pacific the spatial pattern of the statistically significant differelocgmoptic timescale
variability in the nature and non-nature runs does not have an obvioupretggion in terms of

the properties of the storm track.

4.4.2 Aggregate differences between nature and non-naturens

In order to discern the aggregated impact of changes to synoptic setdensyon the tropospheric
flow we average geopotential height differences both over the ensamib@ver 5 day periods of

the integration.

Figure 4.9 shows the difference in the ensemble mean between the naturenandture ensem-
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0 - 4.5 Days 5-9.5 Days

Figure 4.9. Difference in Ensemble Mean Geopotential Height (nature-non-natum for case

study 1. (a)Average between 0 and 4.5 days into run,(a)Average dretsvand 9.5 days into
run,(a)Average between 10 and 14.5 days into run,(a)Average betifeand 20 days into run.
Yellow and Red colours indicate larger height in nature run. Blue coloutate smaller height

in nature run. Shaded regions shows difference &t @5significant.

bles in case study 1. Each panel shows a subsequent five day meardifdtences.

There are statistically significant differences to the mean geopotentiaklggsgiibution between
the nature and non-nature runs. The magnitude of the mean differeraresimsl 20-40m. Com-
pared to the nature run, geopotential heights in the non-nature run altersonar the polar cap
and larger over the Atlantic and Pacific ocean basins. In other wordsgstfiening the strato-
spheric polar vortex leads to lower geopotential heights over the polandig 1000hPa pressure

surface. Differences in the geopotential height are largest towaehthef the 20 day run.
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The differences to the geopotential height map strongly onto the AO pattertharefore are
reflected by the change in the AO index in Fig. 4.2. There is no indicationevenvthat the
differences depicted in Fig. 4.9 are part of an anomaly pattern of hemispixtent, as is the
AO pattern itself (cf Fig. 1.1) The anomaly structure between 15 and 20id&yshe run is
concentrated in the Atlantic and Pacific oceanic storm track regions. Thistisuparly true
in the Atlantic sector where the difference would produce a strong sigrthkitNorth Atlantic

Oscillation index.

100 hPa

Figure 4.10 Geopotential Height difference between nature and non-nature rieraged between
15 to 20 days for case study 1 (a) on 100hPa surface and (b) on 1@hRecs. Yellow and Red
colours indicate larger height in nature run. Blue colours indicate smalkight in nature run.

Shaded regions shows difference a¥@9is significant.

In the stratosphere the aggregated differences between the naturerandture runs are of much
larger, hemispheric scale, as shown for 100hPa and 10hPa in Fig. Wel@onclude, for case

study 1, that the large scale differences between the nature and noa-nms in the stratosphere
do not lead to changes to the flow in the troposphere on the same large spalésd. Rather

they lead to more localised anomaly patterns which project onto the hemispl@riSiilar

conclusions can be drawn for the other two case studies.
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1000 hPa 1000 hPa

Figure 4.11. Geopotential Height difference between nature and non-nature ruriferéhces
averaged between 15 and 20 days into run. (a) 1000hPa presstiecsuCase Study 2, (b)
as (a) for Case Study 3. Yellow and Red colours indicate larger height turenaun. Blue
colours indicate smaller height in nature run. Shaded regions show elifter is significant at

95% confidence.

4.4.3 Comparison with other Cases

In case study 2, (qualitatively similar to case study 1 in that the polar vortexeimdh-nature
run is strengthened relative to the nature run) the near surface getigbteeight difference
fields (Fig. 4.11(a)) are very similar to the near surface geopotentiahthdiffference fields, in
the Atlantic sector, in case study 1 (Fig. 4.9 (d)). In case study 3, (quaditatbpposite to
case studies 1 and 2 in that the polar vortex in the non-nature run is vezhkelative to the
nature run) the near surface geopotential height fields have similans#w@nd magnitude to the
geopotential height differences in the Atlantic sector, in case studies 2 batlare of opposite

sign.

In the Pacific sector, although there are statistically significant diffesetcéhe geopotential
height field in all three case studies, there is not such a clear cut rel@pdmstween the three

cases as there is for the Atlantic sector.
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4.4.4 Lower Stratospheric Potential Vorticity Distribution

Differences to the stratospheric flow cause changes to individuapsigrgystems in the tropo-
sphere. The aggregate effect of these differences has a stroadusigin the North-Atlantic and
a less obvious structure in the North-Pacific. We hypothesise that thgeh&mthe tropospheric

synoptic systems are related to the Potential Vorticity (PV) structure in the kivegosphere.

Figure 4.12 shows an example of the difference in Potential Vorticity bettieamature and non-
nature ensembles in the first case study on the 500K isentropic sunfietbe. Ibwer stratosphere
the signature of a stratospheric sudden warming (nature run) in the PNjuliistn is a reduction
in PV over the polar cap (north of 60N) and a corresponding (thoudgtzomally symmetric)

increase in PV in mid-latitudes

We define Atlantic and Pacific storm track regions as shown by the solid attelddines in
Fig. 4.12. Averaging the difference in PV over these two regions givemaication of the
development of PV anomalies in the lower stratosphere over time. The diffete PV in the

lower stratosphere in the three case studies is shown in Fig. 4.13

In case studies 1 and 2 (vortex strengthened in non-nature run) tlestiaifferences to the PV
distribution in the lower stratosphere are associated with the polar vortevasmstudies 1 and

2 this results in a reduction in the PV over the polar cap associated with theemieglof the
polar vortex.In the Atlantic sector (Fig. 4.13 (a) and (c)) significant ckffiees to the lower
stratospheric PV extend down to%s60° N, in the Pacific sector the negative PV differences are

confined further north (particularly in case study 2).

An indication of the location of synoptic variability in the troposphere duringethaution can
be obtained by finding the mean latitude of maximum in the high pass standardiaievf
geopotential height at 300hPa (cf Fig. 4.8). The solid and dotted lines tslieomean position of
the storm track in the Atlantic and Pacific sectors in each panel of Fig. 4H8sfbrm track in
the Atlantic sector is generally much further north than the storm track in théd?aknalysis
of storm tracks (Hoskins and Hodges, 2002) in long reanalysis datssas that the Atlantic
storm track extends much further to the north as it passes through theefiamSea between

Iceland and Scandinavia.
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Figure 4.12 Ensemble Mean difference (hature - non-nature runs) in Potential Myronn 500K

isentropic surface average over 15-20 days of the integration. Diféeres not significant at
95% confidence in regions which are not shaded. Blue colours indicatetimegdifferences
(smaller potential vorticity in nature ensemble), Yellow and Red colours atelipositive dif-
ferences (larger potential vorticity in nature ensemble). Solid lines indicegeon defined as

Atlantic sector, dotted lines indicate region defined as Pacific sector.

In case study 3 (Fig 4.13 (e) and (f)) the largest differences to theistxbdition in the lower
stratosphere are positive and associated with the strengthened ptéarimahe nature run. As
in case studies 1 and 2 the differences to the PV associated with the pd&ac extend further

south in the Atlantic sector.

The influence of the stratosphere on tropospheric flow is stronger intlaatis sector due to
close proximity of the tropospheric storm track and the lower-stratosppelér vortex in the

Atlantic sector.
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Figure 4.13 Ensemble Mean difference (nature - non-nature runs) in Potential Vyron 500K
isentropic surface averaged over Atlantic and Pacific sectors. Differemaot significant at
95% confidence in regions which are not shaded. Blue colours indicatetimegdifferences
(smaller potential vorticity in nature ensemble), Yellow and Red coloursateljgositive differ-
ences (larger potential vorticity in nature ensemble). Solid line shows rpesition of storm
track in nature ensemble, dotted line shows mean position of storm trackinatare ensemble.
(a) shows mean over Atlantic sector case study 1, (b) shows meaPaxsiéic sector case study
1, (c) as (a) but case study 2, (d) as (b) but case study 2, (e))dmi{@ase study 3, (f) as (b) but

case study 3.
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4.5 Impact on Forecast Skill

Sections 4.2 and 4.3 demonstrated that there is a statistically significantmlifierethe tropo-
spheric evolution when changes are made to the stratospheric initial corditiothis section
some simple forecast skill diagnostics are calculated with the three casesdtuditermine the

impact on forecast skill of the stratospheric initial conditions.

We assess the skill of the forecast fields against the actual outcomehesitigomaly Correlation

Coefficient (ACC, Jolliffe and Stephenson (2003)) defined as:

A~/ _ =/ / _f/
ACC = 2?21 (xz T )(‘T’L T )

(4.2)

NSz Syt

where:

# - is the forecast anomaly (i.e. difference between forecast and climgjalbgach gridpoint i
# - is the mean of the forecast anomalies

S - is the standard deviation of either the forecast or analysed field

n - is the number of gridpoints

The Anomaly Correlation Coefficient is frequently used as a measure oflalimforecast skill.
Typically a model is regarded as having no useful skill when its anomatgledion coefficient is
below 0.6. The anomaly correlation for a number of forecast lead times iglatdd for each of
the ensemble members in the three case studies. The mean of the ACC fortimblensembers
with correct initial conditions (nature runs) and for those with incorreitiainconditions (non-

nature runs) is taken.

Figure 4.14 shows the ACC for 500hPa and 1000hPa. Dots indicate thatishe significant
difference in the ACC when incorrect stratospheric initial conditions aedlu On timescales
greater than 7 or 8 days, the ensemble members with the correct stratospliat conditions
have a much increased ACC compared to those with incorrect stratosipit@alconditions. For

most of the integration the difference in ACC throughout the lower troparepls statistically
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Figure 4.14 Pooled anomaly correlation for all case studies. Solid line shows anomaiglation

for runs with correct stratospheric initial condition, dotted line shows anlgnearrelation for

runs with wrong stratospheric initial condition. Circles show forecast timesre there is a

significant difference in the anomaly correlation between the two sets sf (@pshows 1000hPa,

(b) shows 500hPa.

significant. In particular after about 12 days there is a%6@mprovement in ACC when the

correct stratospheric initial conditions are used.

4.6 Conclusions

In chapter 2 a relationship between the stratosphere and tropospheterig AO amplitude

dataset was determined. The character of this relationship were:

Timescale 10-45 days.

Present in all periods of the data

Largest during the winter season (particularly February and March)

Largest between the lower stratosphere / upper troposphere andfieed50-250hPa)
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Data analysis, however cannot show a causal link exists between ttosglrare and troposphere
(ie if a change to the stratospheric circulation would have an impact on thesgbere). This

chapter further investigated the character of this relationship and its mesghan

Experiments were performed with the ECMWEF IFS numerical weather prediotmdel. This
model has high horizontal and vertical resolution in the stratosphere apdsfrhere. It also
has an operational system for generating large ensemble forecaatyygvtropospheric initial
conditions. This enables us to estimate the statistical significance of chartgesitopospheric

circulation in response to variations in the stratospheric initial conditions.

The primary conclusions of this chapter are,

e A change in the initial state of the stratosphere results in a statistically significangie in
the troposphere on time-scales relevant to medium-range weather forg¢gseater than

about 10 days).

e The changes in the Arctic Oscillation (AO) index in the troposphere are ypagittorre-
lated with the preceding changes in the AO index in the stratosphere. Tmussraase
in the stratospheric AO index (strengthening the stratospheric polar yéetks to an in-

crease in the AO index near the surface.

e Changes to the tropospheric flow occur on typical synoptic scales anelsent changes
to the propagation or intensity of individual synoptic systems. The typical gizhese

differences is 100-200m in the 1000hPa geopotential height.

e Averaging these differences over ensemble members and over a nuttilmarsteps reveals
the aggregated impact of changes to tropospheric, synoptic-scalensyskée averaging
reveals a coherent spatial structure which is closely tied to the tropaessh@m-tracks,

particularly in the Atlantic sector. The typical size of aggregated diffexeie20-40m.

e Comparison of the skill score of tropospheric forecasts with corregttirrcorrect strato-
spheric initial conditions shows that the stratospheric initial conditions havatiatically
significant effect on the skill of tropospheric forecasts. On extemdade timescales
(greater than 10 days) the ensemble mean anomaly correlation coeffictespaspheric

forecasts can be increased by as much(&s, from 0.2 to 0.4, by the inclusion of correct
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stratospheric initial conditions. Although it is unlikely that a modern numericsdther
prediction system would have errors in the stratospheric initial state asdathe changes
we have made in our experiment, nevertheless stratospheric foreaqabisvedarge errors,
for example when the polar vortex fails to split in a wave-two type warming. résults
show that such an error in the stratospheric forecast could impact ghasphoere in such a

statistically significant way.

The conclusions of this chapter are broadly consistent with the conctusiochapter 2. That
is to say that a relationship between the lower stratosphere and the treppshtimescales
greater than 10 days is revealed. The choice of case studies in thisrolwapteguided by the
results of chapter 2 in that all three of the cases examined here involggddapartures of the
stratospheric state from its climatological norm which took place during Beprand March.

Further case studies might examine the relationship for smaller departuties stratospheric

state from its climatology and at other times during the winter season.

Combining the conclusions of this chapter with those of chapter 2 it is possiblestwer three
of the four questions posed in the introduction. The lower stratosphetelsaa an impact on
the tropospheric flow. This chapter demonstrated that this is a causal limlgkimg a change
to the stratospheric initial conditions has an impact on the future troposphaigtion. This
chapter has shown that the quantitative impact on the tropospheric flolatigely small. Typical
changes to the tropospheric geopotential height field are aroundf-gee Fig. 4.7) when
changes of the order 500-750m (see Fig. 4.10) are made to the stratogptial conditions. In
both chapter 2 and in this chapter using correct stratospheric informati@mpirspheric forecasts

improved the skill of those forecasts.

The remaining question posed in the introduction which remains unansweanedras the mech-
anism by which the stratosphere impacts the troposphere. The results ihdpterchave shown
that the impact of the stratosphere on the troposphere in individual efesemmbers is domi-
nated by synoptic scales. When averages are taken over the ensethbleeaa number of days
of the model integration differences aggregate into large scale anomaiigsmap onto the AO

structure, particularly in the Atlantic sector.
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What is not clear from the results in this chapter is exactly what role thepsigreystems play in

this link. The results in this chapter could be interpreted in two ways.

e The troposphere adjusts geostrophically and hydrostatically, on laggelsgcales, to the
large-scale features in stratospheric PV distribution. Synoptic scalesdiiffdrence fields

of the model integrations are noise on this large-scale difference.

o Individual tropospheric synoptic systems respond non-linearly to theosfsheric PV dis-
tribution. This small-scale adjustment is an important intermediate step in the intaractio
between the large-scale lower stratospheric PV anomalies and the evantualnd en-

semble averaged change to the tropospheric flow.

In the next chapter PV inversion techniques are used to try and diff@tebetween these possi-

bilities.
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5.1 Introduction

Chapter 4 described numerical modelling experiments in which changes todtwsgheric cir-
culation were shown to impact upon the tropospheric circulation. In thistehagperiments
are conducted to attempt to better understand the mechanism for this impaeiti¢éulpr the
importance of small-scale synoptic features in this process is investigatag aibi@mispheric
PV inverter. By careful design of PV inversion experiments the instantengeostrophic and
hydrostatic adjustment of the troposphere to the lower stratospheric PWuligtn (relative to a
defined reference stratospheric PV distribution) can be calculatede @hea number of studies
in the literature which have determined that there is a significant troposplofustment to the

lower stratospheric PV distribution (Hartley et al., 1998; Black, 2002).

If the spatial pattern of the tropospheric adjustment in the nature model simikr to the

aggregated differences to the tropospheric flow between the naturecamadature ensembles
this would suggest that the differences to the troposphere can bestowttras a large-scale
geostrophic and hydrostatic adjustment processes. If the spatial patttine tropospheric ad-
justment in the nature model run is different to the aggregated differéncte tropospheric
flow between the nature and non-nature ensembles this would suggdbktthschanism for the
influence of the stratosphere on the troposphere involves a more comgligassibly non-linear

interaction between the lower stratospheric PV distribution and tropospyeriptic systems.

If the impact of the stratosphere on the troposphere can be understeochgof a large scale tro-
pospheric adjustment to the stratospheric PV distribution all three of the misofsproposed in
the introduction could be responsible for this adjustment, wave reflectitinatline descent and
the more general hydrostatic and geostrophic adjustment mechanisnsg@ddpp Ambaum and

Hoskins (2002) are all inherently large-scale processes and wouldptered by PV inversion.
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If, however small-scale synoptic systems in the troposphere are importarmadhne of the pro-
posed mechanisms are fully capable of explaining the influence of stratasptitial conditions

on the troposphere and an entirely different mechanism is required.

In common with this approach a number of questions can be asked abouljuk&reent of the

tropospheric flow to the stratospheric PV distribution.

e Can differences to the tropospheric flow be explained entirely in tams of a balanced
geostrophic and hydrostatic adjustment to the stratospheric R distribution ? Are the
differences to individual synoptic systems seen in the model run impodaahfierstand-

ing the impact of the stratosphere on the troposphere ?

e How important is the middle stratosphere in understanding the adjusment of the
troposphere ? Black (2002) states that PV anomalies in the lower stratosphere (below
30hPa) contribute most to the adjustment of the troposphere in an inverfseomean
AO composite PV distribution, is this also the case at a particular time from the model

integration ?

e Do particular parts of the tropospheric flow adjust preferentially to the stratospheric
PV distribution ? Many of the previous studies in the literature have shown that the impact
of the stratosphere on the troposphere has a structure similar to the AG.bethuse the
troposphere adjusts preferentially to the stratospheric PV distributiontogerentres of

action of the AO?

e |s there a particular time during the model integration at which the adjustment of
the troposphere to the stratospheric PV distribution is larger than at other times ?
AO index diagnostics of the ensemble experiments showed that significamyeh to the
tropospheric flow occur after 15 days of the run (Fig. 4.2). If the meishafor the impact
of the stratosphere on the troposphere is through large scale adjustnieatraiposphere
to the stratospheric PV distribution, then this adjustment should be condidditirent

15 days into the integration compared to the beginning of the run.
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5.2 Experimental Design

All the experiments described in this chapter follow the same basic experintmsigin. The
adjustment of the troposphere to a particular stratospheric PV distributi@tesined by com-

paring the inverted tropospheric flow from two separate PV distributions.

e The PV distribution which we are investigating. This PV distribution is refetoeas the

Nature State Inversion of this PV distribution is referred to as tHature Inversion .

e A PV distribution which has the same tropospheric fields as the nature staialifigrent
reference PV distribution in the stratosphere. The PV distribution is ezféoras thdref-

erence State Inversion of this PV distribution is referred to as tReference Inversion

Inversion of the two PV distributions produces two separate troposgdttidields. The inverted
fields in the nature inversion will be different to the tropospheric fields inntloelel because
they represent the hydrostatically and geostrophically balanced ptré efopospheric flow in
the model. Differences in the tropospheric flow fields can be attributed todjustenent of
the tropospheric flow to the stratospheric PV distribution in the first invergielative to the
chosen stratospheric reference state) because only the stratosphéidifferent in the two PV

distributions.

We assume a division can be made between the stratosphere and theheopaspthe 400K
isentropic surface. This is consistent with a definition of the stratosplmrsisting entirely
of the “overworld” (Hoskins, 1991) and a definition of the troposphehéch incorporates the
“middleworld” and “underworld”. Making changes to the PV distribution cinlyhe “overworld”

ensures that no changes are made to the tropospheric PV distributignlatitarie.

In the context of this setup it is important to understand the way in which P\dioretech-
niques are used in this chapter. Figure 5.1 shows schematically how theimtededtion can be

understood in terms of the PV inversion experiments.

At each timestep of the model integration the model state (expressed by thistRbution) in

the nature run (the red and yellow boxes) can be compared to a refdpdhdistribution using
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Tropospherk

b 51 7

B —

Time
Figure 5.1: Schematic showing how PV inversion is used in this chapter. Coloured begee-
sent the state of the model in the stratosphere and troposphere at ayartioint in the model
integration. Red and Blue boxes represent the PV distribution in the stizospyellow boxes
represent the PV distribution in the troposphere. Each set of boxesseqt a timestep of the
model. At each timestep the front, red-yellow box represents the staterddttive run, the back
blue-yellow box represents a reference PV distribution. The refereNcdiftribution has an
identical PV distribution in the troposphere to the nature run and a differeference PV distri-
bution in the stratosphere. Arrows indicate a timestep of the model, whicbsemqts solving the
model equations. PV inversion techniques can be used to comparejtistnaeht of the tropo-
sphere to anomalies in the nature stratospheric PV distribution relative to tbsechreference
state. It cannot be used to understand the evolution from one set of bmamother (here the

model equations are required).
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the PV inverter. By comparing the difference in flow fields in the troposphée instantaneous,
balanced impact of the stratospheric flow in the nature run, compared tpeh#iad reference
state can be computed. The choice of the reference state is somewhargrbiit it is natural
to choose a zonally symmetric, undisturbed state. PV inversion techniquesat® not able to
determine the evolution of the differences to the tropospheric flow in the mohlisl.can only be

computed from the model equations.

The results presented here also make use of a new, almost hemisphetariof/the full Rossby-
Ertel PV. The studies of Hartley et al. (1998) and Black (2002) used ehrmsimpler quasi-
geostrophic PV inverter. The inverter was written by Paul Berrisfor@A®!, Dept. of Mete-
orology, Univ. of Reading) and has been shown to be accurate imuatag the hemispheric

scale flow (BerrisfordRers. Comn).

5.3 Description of Inverter

The methodology used to construct the inverter is similar to Bleck (1973)das# an extended

hemispheric domain. The PV inversion problem is formulated in isentropiclowies.

PV is defined as

AN
P=(f+&) <P%> (5.1)

where:

P-is PV

0 - is potential temperature

(y - is relative vorticity on an isentropic surface
p - is air density

z - is geopotential height
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The other variable used in the formulation is the Montgomery Streamfunction.

M=gz+C,T (5.2)

where:
M - is the Montgomery streamfunction

T - is temperature

The hydrostatic relation can be expressed in terms of Montgomery Streetiofuas.

oM P\" T
69‘%QJ S0 o
Therefore
oM

It follows that Montgomery Streamfunction is relatedte/ 060 by

0z 0 0°M

90~ g 06% (-:5)

and top by
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po =

Po <aM/ae>Cv/R

where:

po - is a reference pressure surface

Inserting 5.5 and 5.6 into equation 5.1 gives

o <8M/30>C”/R82M Co

P
2Q sin o Rg Cp 062 f

The isentropic relative vorticity on the sphere is given by

 acos¢ N

1 (81} O(u cos QS))
O\ 0o

where:

u - is zonal velocity

v - is meridional velocity

a - is the radius of the earth

¢ - is latitude

A - is longitude

427 =

(5.6)

-1 (5.7)

(5.8)

The balance condition used in the inverter is geostrophic balance, thi®explessed as

el 1M1 o
“= a 0¢p’ U_acos¢8/\

(5.9)

By substituting 5.8 and 5.9 into 5.7 we arrive at the PV inversion equation rfiee gimensional

112




Chapter 5 Investigating the mechanism

geostrophic flow.

b D oM /90 ) 92
2Q sin pRg Cp 062
1 1 0*°M 1 0 (cosp OM
- | === =-1 5.10
e <sin2 26 N2 ' 25260 <sin¢ a6 >) Fha (510

where:

R, is a residual from the iteration procedure

Equation 5.10 is the equation used in the inverter. If P is known then M is theotirdy unknown
in the equation and so M can be determined by an iterative inversion precachvided suitable

boundary conditions are specified. The iteration procedure is as follows

1. Inputinitial P and an initial guess of M to the inverter

2. Calculate non-linear tern%) on l.h.s. of Eq. 5.10. This leaves a linear problem where

the coefficients of M on the I.h.s. are known.

3. Solve the resulting system of simultaneous linear algebraic equationsthsi@rongly

Implicit Procedure in the NAG library

4. Update the non-linear term and repeat from step 3 until the solutioreges. The con-

vergence criteria used here is that the residual in Eq. F24Di less thari0—19.

5.3.1 Boundary Conditions

To solve equation 5.10 horizontal and vertical boundary conditionseargred.

In the horizontal the equation is solved on a periodic grid. This is shown inB2g The inverter
uses this grid because an appropriate hemispheric solver for the imvecgiation (Eqg. 5.10) was
not available. The grid has a resolution of 5.62% the longitude and latitude directions. This

grid has three horizontal boundaries.
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1. Atthe pole. This boundary is simple as e¢ps zero at the pole.

2. On a latitude circle close to but not on the equator, in this case 5M2Montgomery

streamfunction is specified on this latitude circle.

3. At the edge of the periodic grid. M is specified on the periodic boundimnyould not
be physical to fix M on the periodic boundary and this may affect the iru@lution.
Therefore it is necessary to implement a further procedure in the iteratiarthwhanges
the position of the periodic boundary at the end of each iterative stepnigti®d has been

shown to produce physically realistic solutions (Berrisfdel,s. Comn).

Pole
]
Actual Grid .
| |
| ]
| ]
| |
| |
(]
L}
Equator >
W E

Figure 5.2 Schematic showing construction of grid on each isentropic surface fortémvdlue
dots show position of grid points on hemisphere. Solid red lines show bhdaadf grid used
in inverter. The grid in the inverter is similar to the grid shown in the right figuBoundary
conditions on each surface are required along the solid red lines. At thgiqgo of the join in
the plane in the longitudinal direction the boundary conditions are periodecaBse the inverter
works on the grid and not on a hemisphere the solution at the longitudinatdary may be
affected. Therefore the position of the boundary is moved after each itergiimew boundary

position is shown in the red dotted line.

In the vertical boundary conditions are required at the top and bottone efdmain. The bound-
ary condition at the top of the domain is isentropic and is given by specifyiagspre on an

isentropic surface. This can be related%)é using the hydrostatic relation (Eqg. 5.3).
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The bottom boundary is more complicated owing to the intersection of isentrogfeces with
the ground. This means that the lower boundary occurs at differergaf potential temperature
at different horizontal locations. At the boundary a parabola is fittedetdotlie st two theta levels
above the ground to give a mixed boundary condition in M %A(;@(from Eqg. 5.4), given the
requirement that = z;(¢, A\) andfd = 6,(¢, A).

A further complication can arise when an isentropic surface intersecrtmg close to moun-
tain ranges. In this circumstance a further lateral boundary arises.isT$i®wn schematically
in figure 5.3. Boundary conditions here are provided by extrapolatingtonery beneath the
mountain from above, providing an extra boundary condition. This bawyndondition is de-

scribed as ‘floating’ as the condition changes after each iteration of tregieq.

C=————0 ./.

Theta

e
Longitude / Latitude

Figure 5.3. Schematic of extra lateral boundary condition where isentropic surfatessect the
ground. Blue lines show position of isentropic surfaces, black line showumd. Blue points
indicate grid points where PV is specified. Red point indicates an additiotedalabound-
ary. Montgomery here is determined by interpolation of the Montgometjtalison from points

above the ground.

5.4 Idealised Experiments

Before performing experiments with the inverter on model conditions theonsgpof an ide-
alised atmosphere to stratospheric perturbations of wave one structueemgmed. Calculating

the adjustment of a very simple troposphere to a very simple stratospheiégsra way of un-
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derstanding the adjustment of the troposphere to the stratospheric PVutiistriwhen the more

complicated model PV distribution is used.

5.4.1 Reference State Zonal Mean Input Conditions

A reference state zonal mean PV distribution is defined for the idealisedimgnts described in
this section. It is also assumed that the ground has the same height agegegogint (1500m).
By stopping the inversion above the boundary layer we avoid complicatiotine teertical and

lateral boundary conditions near the ground associated with boungarnypeocesses.

The distribution of PV in the stratosphere (900K) and troposphere (B00Okhe idealised at-
mosphere is shown in figure 5.4 (a) and (b). In both the troposphersteatdsphere the initial
PV distribution is a monotonic, zonally symmetric function increasing toward the ga the
stratosphere there is a region of small PV gradients in the mid-latitudes whiobsents the
stratospheric 'surf-zone’ (McIntyre and Palmer, 1984). In the tsppere the zonal gradient of

PV is much more uniform.

Figure 5.4 (c) and (d) show the geopotential height on pressurecssria the stratosphere
(10hPa) and the troposphere (500hPa). At both levels there is a taigecgclonic vortex centred

on the pole.

Figure 5.5 shows the inverted zonal velocity profile when the idealised inftiitions are used.
This shows the characteristic features of the zonal mean stratospliet@posphere, northern
hemisphere circulation. The zonal jet in the stratosphere is relativelygstnah centred around
60N. In the troposphere the jet is further equatorward, centred dr®@N. The structure of the
PV=2 surface is shown in the thick dotted line. This surface approximatdsoih@pause in the
high and middle latitudes (Highwood et al., 2000). It has the characterisiittiste of smalb at
high latitudes rising to much largérin low latitudes. There is also a large slope in the position

of the tropopause around the region of the sub-tropical, tropospheric je
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(a) PV at 900K (b) PV at 300K

(c) Z at 10hPa (d) Z at 500hPa

Figure 5.4. PV distribution on theta surfaces from idealised initial conditions and height fagids

pressure surfaces from inversion of idealised initial conditions.

5.4.2 Adding Perturbations to idealised conditions

The influence of stratospheric PV anomalies on the troposphere careséigated by comparing
an inversion of the idealised zonal mean reference PV distribution dedcaitiove with a new

PV distribution in which anomalies are added to the idealised reference P\bulism in the
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Figure 5.5 Zonal Velocity profile for idealised initial conditions. Dashed line shows positio

PV=2 unit surface.

stratosphere. When changing the PV distribution in the stratosphere itiraldego preserve
some properties of the original PV distribution. PV is parcel wise conddnltowing adiabatic
and frictionless flow. Therefore a sensible rearrangement of the sptegac PV distribution

would preserve the area integral of PV (PVA) on each isentropic &irfa

PVA= / /S PdA (5.11)

where:
PVA - is the area weighted integral of P
S - is an isentropic surface

P - is Potential Vorticity, which is a function of latitude and longitude
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dA - is an area element

In practice the area weighted PV on the grid is calculated by the sum.

N M
PVA=Y">" PAzAy (5.12)
A=0 ¢=0

where:

Ax - is the longitudinal grid spacing

Ay - is the latitudinal grid spacing

N - is the number of latitudinal grid points

M - is the number of longitudinal grid points

The longitudinal and latitudinal grid spacing on each latitude circle is congtastmeans that

the area weighted PV can be calculated by,

N M
PVA = ) AzAy> P
A=0 ¢=0

N
= Y PVAL (5.13)
A=0

where:

PVAL - is the area weighted sum of PV around each latitude circle

If the sum of PV around each latitude circle (PVAL) is preserved then tlilspneserve the
area integral of PV around each latitude circle and hence over the harasph simple way of

changing the PV distribution on each latitude circle is to add a sine wave paiturb
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M
PVAL = AzAy Y (P + (H(A)V(8))sin(AN)) (5.14)
$=0

where:
H()) - is the amplitude in the horizontal and is a function of latitude
V(0) - is the amplitude in the vertical and is a function of potential temperature

A - is the horizontal wavenumber

Adding a sine wave with an integer wavenumber (A) to the PV on each latitucle pireserves
the total PV around the latitude circle. The horizontal and vertical amplitugessed to control

the structure of the PV anomaly added to the reference distribution in thehtaizand vertical.

The amplitude profile of stratospheric perturbations in the horizontal isschimsmaximise the
amplitude of perturbations in mid-latitudes and have little impact on the PV distributitirein

tropics. The amplitude profile used in these experiments is shown in Fig. 5.6.

The amplitude profile in the vertical is chosen to maximise the size of PV anomaliesnmdidle
stratosphere and is shown in Fig. 5.7. The amplitude varies as a approximagsi& function
with a maximum at 650K. The amplitude of the perturbation is zero at the top hou(i400K)
and below 400K. Adopting this profile in the vertical means that the anomalylissemgarated
from the troposphere, and also that we can assume the top bounddityarois unchanged when

the perturbation is added to the stratosphere.

5.4.3 Adding a wave one perturbation

Figure 5.8 shows the difference between inversion of the idealised initiditoons and the same
idealised initial conditions plus a wavenumber one type perturbation to the P¥ stritosphere
above 400K. The structure and magnitude of the difference in the two Ribditons is shown in

Figure 5.8 (a). The PV anomaly has a wavenumber one structure with @asecin PV over the

Eurasian continent and a reduction in PV over North America in the pedupbedistribution.
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Figure 5.6. Relative amplitude of perturbation applied to the stratospheric PV distributiolid(so
line, data points marked with crosses). Dotted line shows profile of sitg{dude)-r) which is

used to define the perturbation north of 45N.

The structure of the difference is designed to resemble the structureafeaome type warming
in the stratosphere with the growth of a large anticyclone in the stratospberthe western side

of North America and movement of the polar vortex toward Eurasia.

The impact of this change to the PV distribution on the inverted height field in dpegphere
(500hPa) is shown in figure 5.8 (b). The resulting change to the tropasgteight field is also
of similar wavenumber one structure. The change to the stratospheric fidudien causes an

increase in the height over western North America and a reduction in hmighEurasia.

Similar changes to the surface pressure distribution and the distributioesguyre on the PV=2
surface also occur (Figures 5.8 (c) and (d)). The change to thesgihaioc PV distribution causes
a similarly structured wavenumber one change to the surface pressiie e pressure on the

PV=2 surface. The mass increases over western North America amtliceeover Eurasia. The
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Figure 5.7. Relative amplitude of perturbation applied to the stratospheric PV distribution in the

vertical.

size of the change is 20hPa in the pressure on the PV=2 surface whimigisly a change in
height on the PV=2 surface of around 500m. The magnitude of the cliartge height of the
tropopause is similar to that given by Hartley et al. (1998) and Ambaum asd#ifk (2002).

Note that the change to the tropospheric mass field is not of equal sizguialhesized but oppo-
sitely signed stratospheric PV anomalies. The change to the surfacerprbeseath the negative
stratospheric PV anomaly is 2h Pa greater than the change beneath the positive stratospheric

PV anomaly. This indicates a change to the total mass over the hemisphere.

There is no explicit constraint on the total mass in our PV inverter. Theammnressure is
determined by the Montgomery Streamfunction which is free to achieve anyosotwnsistent

with the PV distribution and boundary conditions. Appendix A discusseg tissaes further.
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(a) PV difference at 700K. Units are PV Units  (b) Height difference at 500hPa. Units are km.
1PVU =10"%m2s ' Kkg™".

(c) Surface Pressure difference. Units are hPa. (d) Difference in pressure on PV=2 surface. Units

are hPa.

Figure 5.8 Differences between inversion of idealised reference PV distribution amdsion of
idealised reference PV distribution plus a wave one perturbation in the éxtpéeal stratosphere

(above 400K).

5.4.4 Sensitivity to a tilted stratospheric anomaly

In the real atmosphere it is unlikely that anomalies in the PV distribution thraughe strato-

sphere will be coherent in the vertical as is the case in the above invemgipitally an anticy-
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clonic feature is tilted 90over the range 1300K to 400K. This tilt may have a strong impact on
the changes to the troposphere induced by stratospheric PV anomalgsulate this a further
inversion is performed in which the PV anomaly is tilted by°@®the horizontal over the range

1300K to 400K.

Differences to the PV distribution in the stratosphere between the idealiseenee state and the
idealised reference state plus the tilted stratospheric anomaly are showré5i§ (a) and (b).
The difference to the PV distribution is identical to the difference in the wawvdier one case but

is tilted progressively toward the easttadecreases.

The response of the troposphere to this tilted anomaly is shown in figure)safiddd). These
figures should be compared with figures 5.8 (c) and (b). The anomaly frofesphere due to the
tilted anomaly is remarkably similar to the anomaly in the troposphere when the gtratmsPV
anomaly is not tilted (Figure 5.8). There is a similar wavenumber one structdrda@ magnitude
of changes to the surface pressure and the geopotential height ddOtiiesbpressure surface are

very similar.

The orientation of the anomalies in the troposphere is very close to the oriarm&fy anoma-
lies in the lower stratosphere. The orientation of the tropospheric diffesehave no tilt in the
vertical with the PV differences on the 500K isentropic surface. Thigesig that the troposphere
is adjusting most in response to changes to the lower stratosphere andeteastlittle impact
of the middle stratospheric PV distribution on the troposphere (as stated bly @@02)). It is
also interesting that the response of the troposphere has littledilflihis suggests that the entire
troposphere responds in the same way to the changes to the stratosptdistriBution. It might
be hypothesised that the upper troposphere would respond diffeterttig tilted stratospheric
PV anomaly as it could effectively “see” the middle stratosphere. Howbigdoes not appear

to be the case.

124




Chapter 5 Investigating the mechanism

(a) PV difference between idealised initial condi- (b) PV difference between idealised initial condi-
tions and idealised initial conditions plus titled wave tions and idealised initial conditions plus titled wave

one anomaly on 900K surface one anomaly on 450K surface

(c) Surface Pressure Difference between inversion of (d) Difference in Geopotential Height on 500hPa
idealised initial conditions and idealised initial con- pressure surface between inversion of idealised ini-
ditions plus a tilted wave one anomaly above 400K tial conditions and idealised initial conditions plus a

tilted wave one anomaly above 400K

Figure 5.9. Differences between inversion of idealised conditions and idealised carmsljtios a

tilted wavenumber one perturbation
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5.5 Comparison of Nature and Non-Nature Runs

5.5.1 Introduction

Section 5.4 showed that making idealised changes to the PV distribution in ttusglrare has
a small impact on the troposphere. Changes to the tropospheric flow wdrichecrelated to
changes in the stratospheric PV distribution are typically on large spati@ssc@ihis section
attempts to investigate the adjustment of the troposphere to the stratospheristfdtibn in

a single ensemble member of the nature run in case study one of chaptas 4ssumed that
the adjustment of the troposphere to the stratospheric PV distribution in tliblesmember is

representative of the dynamics of all the members in the ensemble and oéeltctse studies.

The aim of this section is to understand the questions about the mechaniseniofislence of
the stratosphere on the troposphere posed in section 5.1. It is anticipatédetithanges to the
tropospheric flow will be similar to those in section 5.4 because the stratosphédistribution

in the model has a similar wavenumber one structure.

5.5.2 Experimental design and initial results

This section describes an example PV inversion experiment which investthatadjustment of
the troposphere to the stratospheric flow at the initialisation time in the first tahedescribed
in chapter 4. In this experiment we examine the PV distribution from the initiaflitons of
the first ensemble member of the nature experiment. This inversion is ceferes theNature
Inversion . In this experiment the reference stratospheric PV distribution is takemtfne first

ensemble member of the non-nature experiment.

Figure 5.10 shows the nature and reference PV distributions in the stratespg-igure 5.10 (a)
and (b) show PV on the 900K isentropic surfase 0OhPa). 900K is in the middle stratosphere
and can be assumed to be a level which is representative of large saatgesho the structure of
the stratospheric polar vortex which occur throughout the middle stratospiihe stratospheric
PV distribution in the nature inversion (Figure 5.10 (a)) is characteristic oktrly part of a

zonal wavenumber two stratospheric sudden warming. The vortex, vggblaracterised by large
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(@) Nature PV distribution on 900K isentropic (b) Reference PV distribution on 900K isentropic
surface. Units are PV UnitsiPVU = surface. Units are PV Units.
107 5m2s 1 Kkg™ 1.

(c) Nature PV distribution on 500K isentropic sur- (d) Reference PV distribution on 500K isentropic

face. Units are PV Units. surface. Units are PV Units.

Figure 5.10 Nature and Reference PV distributions in the middle and lower stratosphere.

values of PV with a large gradient at its edge, is displaced toward Eunagibas an elliptical
shape. Two anticyclonic features, characterised by low values ofd?\be seen over the west

coast of North America and over central Eurasia. In contrast theersde state PV distribution
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(Figure 5.10 (b)) is characteristic of a strong polar vortex with little disturban

Figure 5.10 (c) and (d) show PV on the 500K isentropic surface. 500Kle lower stratosphere,
flow on this isentropic surface is dominated by a larger polar vortex. Figui@ (c) shows the
nature PV distribution. During a stratospheric sudden warming it is undsushe vortex to
completely break down in the lower stratosphere. In figure 5.10 the vortisgkced toward the
East Pacific. There is also a signature of an anticyclone over Centréil Nmerica. At this level
the reference PV distribution (Figure 5.10 (d)) has a similar zonal meartsteuas on the 900K

isentropic surface.

Note that the spatial structure of anomalies in the nature PV distribution (estatilie zonal mean
reference state) is very different in the middle and lower stratosphere imatiare run. The largest
positive PV difference in the middle stratosphere is over the Arctic Basineilother stratosphere
the largest positive PV difference is over the East Pacific. In the iddadiggeriments differences
to the tropospheric flow between an inversion with a zonally asymmetric PV dittniband

a zonally symmetric PV distribution were coherent in the vertical with diffezerio the PV
distribution in the middle stratosphere 600K). Differences to the tropospheric flow between
the nature and non-nature inversions are therefore expected to lex bigiface pressure over

North America and lower surface pressure over Eurasia.

The difference to the tropospheric flow between the nature inversiothaneference inversion
is shown in Figure 5.11. Figure 5.11 (a) shows the difference to theceupi@ssure field. The
largest difference is to the wavenumber one component with a large secireaurface pressure
over North America associated with the larger of the two stratospheric aloieyand a corre-

sponding decrease in surface pressure over Eastern Eurasimsss$with the polar vortex.

The largest reduction in the surface pressure is located over thedtfét PThere are large (20 x
10°9m?s 1 K K¢, 30% of the maximum PV at this level) PV anomalies over East Asia in the
lower stratosphere but not in the middle stratosphere. This suggestsdaHaivér stratospheric

PV distribution has a much larger influence on the troposphere than the midatiesphere.
Similar conclusions were reached by Black (2002). Typical magnitudekfferences in the
surface pressure are arowsidPa. Figure 5.11 shows differences to the pressure on PV=2 surface.

This shows a similar structure to the surface pressure change. Typigaltodes of the change
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in tropopause height which can be estimated from this field are similar to theetliffes from the

idealised experiments{(250m).

(a) Surface Pressure (b) Pressure on PV=2 surface

Figure 5.11 Difference in tropospheric fields after inversion. Nature - Referenceréin. In this
and similar plots positive differences indicate that the quantity in the naturesiorers larger
than that in the reference inversion. Negative differences indicate thatuduatity in the nature

inversion is smaller than that in the reference inversion.

The largest adjustment of the tropospheric flow to the nature PV distributimn®over the land-
masses of North-America and Eurasia. This pattern does not map strantiglihe AO structure
(see Fig. 1.1). This is consistent with the relatively small change to the whpds AO structure

over the first timesteps of the model integration (Fig. 4.2 (d)).

A vertical slice of geopotential height differences between the natuession and the reference
inversion is shown in Fig. 5.12 (a). Geopotential height differences miriggic space have
opposite signs to differences to geopotential height in pressure sfiaeéarge negative anomaly

in Fig. 5.12 (a) corresponds to the Aleutian Anticyclone in the nature inversio

Both the negative anomaly (corresponding to the Aleutian anticyclone) arb#itive anomaly
(corresponding to the displaced polar vortex) in geopotential height tiliridwhe west withf.
Below 400K (bottom panel of each figure), the PV distribution in the naturergion and the

reference state are identical. Differences to the geopotential height B8IoK are coherent in
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the vertical with differences to the geopotential height and PV (Fig. 5.0)2a{B100K. Typical
sizes of the adjustment of the geopotential height field in the troposphere strtospheric PV

distribution are~100m
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(a) Difference in Geopotential Height on isentropic (b) Difference in Potential Vorticity on isentropic
surfaces between Nature Inversion and reference in- surfaces between Nature Inversion and reference in-
version. In top panel contour spacing is 0.2km (apart version. Differences are expressed as percentage of
from contours at -0.05 and 0.05 km). Bottom panel PV in nature inversion. Contour interval is %0
has different vertical spacing and contour interval of
0.05km
Figure 5.12 Vertical Slice of difference in Geopotential Height and Potential Vorticity enti®pic
surfaces at 58\. Note that each plot is split into two figures with different vertical spacimg a

different contour interval. Black shading marks the position of the ground

5.5.3 Importance of Middle Stratosphere

The second question in the introduction asked, “how important is the middiesiteere in under-
standing the adjustment of the troposphere ?” The experiment descritiesd §ection examines
this question. This experiment is similar to the one described above but cesrtharnature in-
version to a different reference state. The new reference stateéhgartte PV distribution as the
nature inversion in the troposphere and lower stratosphere (255} BdKas the PV distribution

taken from the non-nature run in the middle stratosphere (above 700i€) rdference state is
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referred to as thé0OK reference state.

Comparison of the tropospheric fields in the nature inversion and the 7€fekence inversion
shows the influence of the middle stratospheric PV distribution on the tropdsgtow. If the
middle stratospheric PV distribution has a significant impact on the tropdsgtev then the

tropospheric anomalies in this comparison will be similar to those in the previpaesiment.

(a) Surface Pressure (b) Pressure on PV=2 surface

Figure 5.13 Difference in tropospheric fields after inversion. Nature - 700K refezdneersion.

Figure 5.13 shows the difference to the tropospheric flow between theeriatersion and the
700K reference inversion. This figure should be compared to figutestich shows the dif-
ference between the nature inversion and the standard referencganvel he difference to the
surface pressure due to anomalies in the middle stratosphere is much smalldethéference
to the surface pressure due to all stratospheric anomalies. This sutigegdifferences to the
tropospheric flow are due in large part to PV anomalies in the lower straospFhis is despite
the smaller size of PV anomalies (ie differences between the nature PV distiibnd the refer-
ence state PV distribution) in the lower stratosphere (typically 50PV30% of total PV) in the

lower stratosphere and 500PVY 60% of total PV) in the middle stratosphere.)

Figure 5.14 shows a vertical slice of the differences between the natesion and the 700K

reference inversion at 58N. Differences to the geopotential height below 700K are coherent in

the vertical with differences to the geopotential height and PV distributip@®@K. This result
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Figure 5.14 Vertical Slice of difference in Geopotential Height and Potential Vorticity enti®pic
surfaces at 58\. Note that each plot is split into two figures with different vertical spacing) a

different contour interval.

is similar to the result for the difference between the nature inversion andastareference
inversion (Fig. 5.12). This suggests that the location of the largest fpbpds adjustment to
the stratospheric PV distribution is likely to be dominated by the location of largmalies in
the lower stratospheric PV distribution. In general, large departuree ¢biver stratospheric PV
distribution occur along an axis between @ and 90°W. Adjustment of the tropospheric flow
along this axis would produce tropospheric flow structures which wouldag strongly onto

the AO structure.

Although it appears that the tropospheric adjustment to the stratosphedisttsution is dom-
inated by lower stratospheric PV anomalies, this does not discount the impeéthe middle
stratosphere in influencing the development of PV anomalies in the lowersathat@ (Black,

2002), as the flow evolves.
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Nature PV Rotated PV
Distribution Distribution

Figure 5.15 Schematic table showing how the rotated PV distributions (see text for detals) a
constructed from the standard PV distributions. Circles represent ptdaesgraphic projections
of PV on stratospheric and tropospheric isentropic surfaces. Blueanetigreen filled shapes

represent PV structures on those isentropic surfaces.

5.5.4 Dependence of difference on Troposphere

The third question in the introduction asked, “do particular parts of the $aperic flow adjust
preferentially to the stratospheric PV distribution ?” The experiment desttiiib this section
examines this question. It might be hypothesised that the tropospheritnagijugo the strato-
spheric flow was larger when the stratospheric PV anomalies are locaethe\centres of action

of the AO.

One way of investigating this hypothesis is to change the relative position dftti@spheric
and tropospheric PV distributions. This can be achieved by construaindg¥ distributions in
which the PV in the stratosphere (defined as before as above the 40Mto e surface) is rotated
relative to the tropospheric PV distribution. Comparing differences to thextied tropospheric
fields (relative to a zonally symmetric reference state) between a numbeven$ions where
the stratospheric PV distribution has been rotated by different amounts twwv the influence
of particular stratospheric PV anomalies changes according to the tfapaspV distributions
beneath them. The construction of additional rotated PV distributions is secvamatically in

Fig. 5.15.
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In this section we compare the adjustment of the tropospheric flow to PV fieltie iariginal
nature inversion and two further inversions in which the stratosphericétdéfhave been rotated

90 °and 180°to the east. The new inversions are referred to adN\iéeire Rotated 90 and
Nature Rotated 180inversions. The tropospheric adjustment to the new, rotated inversions is
calculated by taking differences between the tropospheric fields in thedatature inversions
and the standard reference state inversion used in section 5.5.2. Ifgghegheric adjustment to

the stratospheric PV distribution is influenced by the tropospheric flow tha@mging the location

of the stratospheric anomaly relative to the tropospheric PV distribution véthgé the structure

and quantitative size of the relocated tropospheric anomaly.

Figure 5.16 shows the adjustment of the tropospheric flow fields to the rotateck inversions.
This figure should be compared to the adjustment of the troposphere to tidarstanature in-
version (Figure 5.11). Comparison of the tropospheric adjustment betiiegwo rotated PV
distributions in Fig. 5.16 and Fig. 5.11 should take into account the rotatioredtthtospheric
PV distribution in these three cases, for direct comparison the diffesestoauld be rotated to
the west by 90°(Fig.5.16 (a) and (b)) and 18{Fig. 5.16 (c) and (d)). The adjustment of the
troposphere to the both the rotated PV distributions and the standard natutistRbution is
surprisingly similar. In all three cases the structure of the adjustment to bd#rce pressure
and pressure on the PV=2 surface has a strong wavenumber onermrhpssociated with the
wavenumber one stratospheric PV differences. There is thus only a dépendence of the tro-
pospheric adjustment to the underlying tropospheric flow (in particular thxinman adjustment
to the surface pressure is slightly greater in the two rotated cases compénedtandard nature

inversion (Figure 5.11)).

If the mechanism for the impact of the stratospheric flow on the troposjhéue to a large-scale
adjustment of the tropospheric flow to the stratospheric PV distribution them#dhanism must
be able to explain why there is a more prominent response over the AtlantRaaiftt centres of
action. This section shows that the response of the tropospheric flownticiale®V anomalies is

not stronger in these regions and cannot explain the prominence ofcietses of action.
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(a) Surface Pressure. Stratospheric PV rotated 90E (b) Pressure on PV=2 surface. Stratospheric PV ro-

tated 90E

(c) Surface Pressure. Stratospheric PV rotated 180 (d) Pressure on PV=2 surface. Stratospheric PV ro-

tated 180

Figure 5.16 Difference in tropospheric fields after inversion. Nature inversion - egfee inversion

5.5.5 Adjustment of the troposphere throughout the run

The fourth question in the introduction asked, “is there a particular time dthemtegration of

the nature run at which the adjustment of the troposphere to the stratiospiedistribution is
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larger than at other times ?"The experiment described in this section exalmmgsestion.

To compare the adjustment of the troposphere at different timesteps dueimgatthels’ nature
integration a new reference state is defined at each timestep. This pefestare is not taken
from the non-nature run because the stratospheric PV distribution in th@atare run after a
few days is significantly zonally asymmetric. Instead, a new referenceistatstructed at
each timestep by rearranging the zonally asymmetric stratospheric PV distiibutivze nature
inversion into a zonally symmetric structure. As in the idealised studies theng@ment is
chosen to preserve the area integral of the PV distribution in the natumsimveThe following

procedure is used to calculate the reference state at each timestep. sihfobthe equivalent

latitude diagnostics used in this procedure can be found in Butchart andlfeeg (1986).

Area of 900K isentropic surface greater than PV value Potential Vorticity Equivalent latitude profile 900K
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(a) Area of 900K isentropic surface with PV greater (b) Equivalent Latitude of PV on 900K isentropic

than specified value surface

Figure 5.17. Example output of code used to calculate zonal mean reference PV wigtmitfrom

nature PV distribution.

Define a set of PV contours.

Calculate the area of the globe with PV greater than each contour (Figuréad)1

Convert each area into an equivalent latitude (Figure 5.17 (b)).

Interpolate the equivalent latitude profile to the latitude grid used in the inverter

This method is used to compare the adjustment of the tropospheric flow gtI5 a0d 20 days

into the run.
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(a) Surface Pressure adjustment at 0 Days (b) Surface Pressure adjustment at 10 Days

(c) Surface Pressure adjustment at 15 Days (d) Surface Pressure adjustment at 20 Days

Figure 5.18 Adjustment of tropospheric flow fields to the stratospheric PV distributioreinature

run at four times during the integration

Figure 5.18 shows the adjustment of the surface pressure at (a),qlo)gd8 days (c) 15 days and
(d) 20 days into the nature run. Note that the adjustment of the nature @uitegs is different to

that shown in (Fig. 5.11) due to the differences in the reference stade use

The adjustment of the tropospheric flow to the stratospheric PV distributiompgsisingly similar

137




Chapter 5 Investigating the mechanism

at different timesteps in the model. The adjustment of the troposphere is dethinaa large in-
crease in height over North America and the Canadian Arctic ocean argealiecrease in height
over Eastern Eurasia. The orientation of this structure along ti&a@ 90°E line. As shown in
previous sections the adjustment of the troposphere to the stratosphedistRbution is domi-
nated by the PV distribution in the lower stratosphere. Although the PV distribitithe nature
run changes dramatically in the middle stratosphere over the course of thed imegdration as
the vortex splits, the structure of the PV distribution in the lower stratospberains dominated
by a displacement of the polar vortex along the'®0- 90 °E line toward Eurasia. This structure
can be seen in the difference between the ensemble mean PV on the 500#&pisesurface in

the nature and non-nature runs of case study one (Fig. 4.12).

In the AO diagnostics of the model run (Fig. 4.2) significant differencekedropospheric flow
are indicated in the first case study after 15 days of the integration. If tikbanesm for the
influence of the stratosphere on the troposphere is related to the |laigeasfustment of the
troposphere to the stratospheric PV distribution, then it might be expectethéhatructure of
this adjustment maps more strongly onto the AO structure in the latter part ofritilean it does
in earlier part of the run. Figure 5.11 shows that while the structure of tjiissement would in
part map onto the AO structure, (Fig. 1.1) due to the increase to surfessype and geopotential
height fields over the polar cap, there is no dramatic change to the stroftitis adjustment

over the course of the run.

As mentioned in the introduction the PV inversion procedure adopted in thigezhean only

be used to determine the instantaneous, simultaneous adjustment of the lséne@dshanges
to the PV distribution away from an arbitrary reference state. By compénmadjustment the
surface pressure field in the inversion experiments shown above adiffénences to the surface
pressure field in the model some understanding of the role of synoptic mealesses in the

troposphere in the impact of the stratosphere on the troposphere cambd.g

Figure 5.19 shows differences in the surface pressure distribution fedka the first ensemble
member of the two model runs. Figure 5.19 (a) shows the surface peedifi@rence after 12
hours of the model run. This difference should be compared to the fshpds adjustment to
the stratospheric PV distribution at O days into the run (Fig. 5.18 (a),thacgudressure field

in the nature and non-nature ensembles is specified to be equal in the medadtions). The
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(a) Surface Pressure 12 Hours (b) Surface Pressure 10 Days

(c) Surface Pressure 15 Days (d) Surface Pressure 20 Days

Figure 5.1 Difference in tropospheric fields from model run. Nature - Non-Nature IContour

interval is 4hPa in all plots apart from (a) where the contour interval is BhP

differences here have similar longitudinal structure as the adjustmemgsrdetermined from the
inverter. This suggests that at the start of the model integration, diffeseio the tropospheric
flow are dominated by large scale tropospheric adjustment. The magnituifeecérites to the

surface pressure are similar in the model run compared to the tropospdgrstment derived

from the inverter.
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As the run progresses differences to flow fields in the tropospheir@easingly dominated by
differences on the synoptic scale (as noted in section 4.3). Figure 5,1&)land (d) shows
differences in the surface pressure distribution after 10, 15 andyXalahe model run. There
is little relationship between the magnitude or spatial scale of the differences mdHbel run
and the instantaneous adjustment calculated by the inversion procedaveeveét it could be
suggested that these synoptic scale differences were simply noise ongéasdale adjustment
features identified by the inversion procedure. Closer inspection ofiffezetices to surface
pressure field in Fig. 5.19 reveals that the largest of these differexxcess in the Atlantic and
Pacific storm track regions. Differences to the surface pressureafimid the 90W - 90 °E line
are relatively modest. Comparison of the aggregated differences to ffesgweric flow in the
model integrations (Fig 4.9) with the adjustment processes examined in thiechigo shows
that the aggregated differences have a spatial structure which is tiedNmttieern Hemisphere

storm-tracks.

Comparison of differences to the surface pressure between the aatlimreon-nature runs and
the tropospheric adjustment to the stratospheric PV distribution in the natushow that the
mechanism for the influence of the stratosphere on the tropospheret tenanderstood purely
in terms of a large-scale tropospheric adjustment to the lower stratosphedistflkution. While
this adjustment process occurs at every timestep of the model, it is rapidigréed into small
scale differences to individual synoptic systems by the tropospheric Alssthese systems reach
maturity in the tropospheric storm-track regions they impact strongly on thessanf action of

the AO.

5.6 Summary of findings using PV inversion

In this chapter a new hemispheric PV inverter was used to investigate the msohar the
impact of the stratosphere on the troposphere seen in the numerical moealiegments of
chapter 4. Its hemispheric formulation is ideally suited to studies of the impacat sfridtosphere
on the troposphere, as this problem is of hemispheric extent. The hyjzatiethe impact of the
stratosphere on the troposphere is through a large-scale geostroghiydrostatic adjustment

of the tropospheric flow to the lower stratospheric PV distribution is tested.
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The first set of experiments outlined in this chapter used an idealised disnilad PV to inves-
tigate the impact of a simple, wavenumber one perturbation to the stratospWedistRbution

on a simplified tropospheric flow. The main conclusions were

The tropospheric flow adjusts in response to changes to the stratogpWatistribution.

e The structure of the tropospheric adjustment is strongly related to the stuafiuhe
stratospheric perturbation. A wavenumber one perturbation in the stingi@spiill have

a wavenumber one response in the troposphere.

e The typical size of changes to the tropospheric flow is up to 10hPa in tfeezeyressure.

The change to the position of the tropopause is of the order of 250m.

e For a tilted stratospheric perturbation, the change to the tropospheric éle@mbles

changes to the lower stratospheric PV distribution.

The second set of experiments examined the differences to the tropiodjuve related to strato-
spheric PV anomalies in the model run. The main conclusions of this part chpmer answer

the questions posed in the section 5.1:

o Differences to the tropospheric flow in the ensemble experiments of chéjtmnot be
completely explained by a balanced, hydrostatic and geostrophic adjusifrteettropo-
spheric flow to the stratospheric PV distribution. The orientation of pattdrtieedropo-
spheric adjustment is along the 9%/ - 90 °E line and is related to the PV distribution
in the lower stratosphere. Differences in the ensemble experiments arent@ied in the

storm-track regions.

e The adjustment of the tropospheric flow in response to the stratosphedisBMution is

dominated by PV anomalies in the lower stratosphere.

e The adjustment of the tropospheric flow in response to the stratosphedis®Nution has

only a weak dependence on the tropospheric flow in the location that thetraejot occurs.

e The structure of the instantaneous adjustment of the tropospheric flow $trét@spheric

PV distribution is similar over the first ten days of the model run. This is relatddeto
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Figure 5.20 Schematic showing the position of geopotential height differences bethepature
and non-nature ensembles (a) as a result of the instantaneous adjustfriba troposphere to
stratospheric PV anomalies (b) as a result of the evolution of the natwr@an-nature ensembles
in the numerical model. Red colours indicate an increase in geopotentighthdlue colours

indicate a decrease in geopotential height.

long memory of the stratospheric flow which changes little over the ten days ofdidel

integration examined here.

5.6.1 Problems with the large-scale adjustment hypothesis

The PV inversion experiments in this chapter identified the structure of thee smaje geostrophic
and hydrostatic adjustment of the tropospheric flow to the stratosphericigdibdtion. The
spatial structure of this adjustment is different to the spatial structure of difarences to the

flow between the nature and non-nature ensembles in the model run.

The geostrophic and hydrostatic tropospheric adjustment to has a lalge wavenumber one

type structure. The location of these structures is shown schematically i5.E®Q.

The instantaneous adjustment of the troposphere to the warming structurenatihe ensemble
is a wave one structure with the largest increases in geopotential hegghtath America and a

decrease in geopotential height over central Eurasia. In the numeickd| the strongest signa-
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ture in the tropospheric geopotential height response is a smaller scabedoahe geopotential
height over the Atlantic storm-track region. The aggregated impact ofgelsato individual

synoptic scale features occurs over the storm track regions of theenotiemisphere, which
correspond to centres of action of the tropospheric AO. Differencéiset@eopotential height

distribution in these regions result in a strong signature in the AO index.

This result suggests that the interaction of the stratosphere and trepespla much more com-
plicated process than a simple geostrophic and hydrostatic adjustment afgbspheric flow to

the lower stratospheric PV distribution.

5.7 Mechanism

We conclude by proposing a mechanism for the impact of the stratosphehe droposphere,
manifested for example by the apparent progression of AO index anomsldepécted in Fig.
1.1. The mechanism is derived by considering the combined conclusiahe dfiree studies
presented in chapters 2, 4 and 5. The mechamises notassume that the stratosphere is an
autonomous system “forcing” the troposphere. It is well known that tte#ospheric state is

strongly influenced by that of the troposphere (Matsuno, 1971).

e Large-Scale anomalies in the climatological Potential Vorticity distribution in théostra
sphere, the formation of which is strongly related to the underlying trom&ptirculation,
occur through a large depth of the stratosphere. During sudden warnirveganomalies
may appear to descend from the upper stratosphere to the lower stexmdglechanisms
for this descent have been proposed by Matsuno (1971) in terms ofvelng propagat-
ing zero wind lines and by O*Neill and Pope (1988) in terms of “downwanddwing” of

potential vorticity anomalies.

¢ In the lower stratosphere the signature of a stratospheric sudden wamtireggPV distri-
bution is a reduction in PV over the polar cap (north of 60N) and a casretipg (though

not zonally symmetric) increase in PV in mid-latitudes (in the converse casepusite

applies).
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e PV anomalies in the lower stratosphere tend to persist for 10 or more dagsmpact of
these large-scale PV anomalies in the lower stratosphere appear ngeasdale anomalies
in the troposphere but as changes to synoptic-scale tropospherimsygtaerated through

baroclinic instability.

e Synoptic-scale systems are closely associated with the storm tracks oienrtheAtlantic
and North-Pacific. By averaging in time or over a number of realisationa (agye fore-
cast ensemble) larger-scale geopotential height anomalies emerged®gple structures
emerge over the North-Atlantic sector but not over the North Pacific s@aitteast for the

three case studies described in this thesis).

The precise way in which PV anomalies affect synoptic-scale systemsremngth, tracking, life-

time has yet to be determined. Considerable further research is requinedgstigate this aspect.
The above mechanism proposes that large-scale anomalies in the seatogmiject strongly
onto the North-Atlantic Oscillation (NAO) pattern in the North Atlantic and consatjy onto

the AO pattern depicted in Fig. 1.1. That the tropospheric response tcsginatic PV anomalies
is more coherent over the North-Atlantic sector than the North-Pacificrssatlated to the lat-
itudinal location of storm-tracks in the North-Atlantic and North-Pacific andiibplacement of
the lower-stratospheric polar vortex toward Eurasia during stratasptigtden warmings. Our
mechanism proposes that the impact of the stratospheric state on the heygosuust be un-
derstood in terms of local dynamics, rather than purely in terms of coupledular Modes’ of

variability.
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CHAPTER 6

Conclusions

6.1 Background

This thesis investigated the dynamical relationship between the stratosplteteoposphere.
This issue has long been of interest to dynamical meteorologists. While it iskm@ln that

the troposphere, and in particular tropospheric planetary wave acpildtys a large role in the
dynamical evolution of the stratosphere (Matsuno, 1971) the relationshibn the state of the

stratosphere and the future state of the troposphere is less certain.

Recently the relationship between the stratosphere and tropospheredrasnbre prominent
in the atmospheric science literature, in particular since the papers of Batahdifbunkerton
(1999, 2001) and Thompson et al. (2002). These papers stimulategkarigarest in the topic in

the atmospheric science and wider science community (Baldwin et al., 2003b).

Much of the previous work in this area focussed on understanding loreship between the
stratosphere in long, re-analysis datasets. Knowledge of the relatidretinpen the stratosphere

and troposphere could be summarised as:

e Large-scale atmospheric variability in the stratosphere and troposprebe characterised
by the first empirical orthogonal function of geopotential height, the Arctcillation
(Thompson and Wallace, 1998)

e Large variations in the amplitude of stratospheric AO appear to proceed suailations

in the tropospheric AO (Baldwin and Dunkerton, 1999).

e Composite pictures of the tropospheric flow following large departuresedstiiatospheric
AO (Baldwin and Dunkerton, 2001) or the polar night jet (Thompson eR@D2) from its

climatological state show a large change to a number of tropospheric pararseth as
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mean air temperature and the position of the mean storm track as well as theptrepgo
AO.

Recently, a number of modelling studies examined the mean response of thgptiepe to a
change to the stratospheric circulation. In particular the studies of Nd&2@@8] and Polvani and
Kushner (2002) showed that making changes to the mean circulation dfékesphere through
changes to the Rayleigh friction parameterisation or the equilibrium tempegtfike, results

in large-scale changes to the tropospheric circulation.

6.2 Aims

Currently it is widely accepted that a relationship between the stratospiteaosphere exists,
but the mechanism for this influence is not well understood. The quartitsitie of the influence
of the stratosphere on the troposphere is also poorly understood. thebis we have used data
analysis and numerical modelling techniques to attempt to understand the s#giibetween

the stratosphere and troposphere. The following questions were jpaedintroduction.

e Does the stratospheric state have an influence on the tropospheric flow ?

— What is the quantitative size of this influence ?

— By what dynamical mechanism does the influence occur ?

e Are medium, extended and long randerecasts of the tropospheric state improved by

considering the stratospheric state ?

The thesis focussed on understanding the relationship between themteatoand troposphere
in terms of its potential benefit to tropospheric forecasting. Both the datgsesiand numerical
modelling parts of the thesis determine the potential quantitative benefit ofsgthatac informa-

tion to medium, extended and long range tropospheric forecasts. Pretmiss were focussed

LIn this context the standard forecast ranges are defined as, mealig®:- 72-240 Hours, extended-range:10-30

days, long-range: greater than 30 days
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on identifying a relationship between the stratosphere and troposplireese less concerned

with its ultimate practical application.

6.3 Statistical Modelling Experiments

Chapter 2 presented a study which attempted to further quantify the relagdmstween the
stratosphere and troposphere using the same dataset as that useldvoy Bad Dunkerton
(1999). The methodology used was to attempt to model the data using a simpteatatiedel.
The model aims to predict the future state of the tropospheric AO and comtengredictors
representing the current state of the stratospheric and troposphesioptne AO. The model is
summarised in Eq. 2.1 and Fig. 2.1. Chapter 2 investigated the validity of this rmoddébund

that it was suitable to describe the AO dataset.

The primary conclusions of this chapter were:

e A small but statistically significant relationship between the stratosphere @pakphere

exists in the AO dataset.
e The relationship typically explains 5% of the variance of the 1000hPa AO timeseries.
e The relationship is most prominent on extended and long range timescaiés (lEys)

e The relationship is largest between the 1000hPa AO timeseries and thengposphere /
lower stratosphere region (50-250hPa).

e The relationship is strongest in the winter season and particularly in Fgtand March.

e The relationship has approximately similar magnitudes for each decade intthaseala
although the autocorrelation of the tropospheric AO is extremely variablesleetdifferent
decades of the timeseries, much of this variability is related to changes to tbeyresic

AO persistence.

The chapter succeeded in characterising the relationship between the@ieae and troposphere
as small, but statistically significant and refined the range of atmospherls,léweescales and

seasons on which the relationship between the stratosphere and treygosls important.
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The final section of chapter 2 evaluated the forecasting skill of the stakistadel developed in
this chapter. By splitting the dataset into two parts the forecasting skill of asunbdel could
be evaluated. While the forecasting skill of such a model is small on extaadge timescales
(< 5% skill score), the inclusion of extra stratospheric information in the modebasas the

skill by up to50% to ~ 10% skill.

This result suggests that the skill of tropospheric forecasts may be isgblwthe inclusion of
stratospheric information . While the skill scores shown in chapter 2 are $inegilmotivate
further study of the relationship between the stratosphere and tropesghef potential bene-
fit to tropospheric forecasts. Chapters 3,4 and 5 examined three cdssifilarge amplitude
changes to the stratospheric circulation to try and better understand thestim&dn the strato-
sphere and troposphere. While this chapter showed that the relatiorsipdn the stratosphere
and troposphere is statistically linear (cf Fig. 2.2) there was also substaoisa around the
relationship. To determine a significant link between the stratosphere grudpioere above this
noise case studies were chosen where there was a large departigesstatbspheric state from
its climatological norm (this would be toward the ends of the ellipse in Fig. 2.2dahaximise

the signal to noise ratio.

6.4 Numerical Modelling Experiments

Chapters 3 and 4 presented a numerical modelling study which investigateapthet of strato-
spheric initial conditions on the tropospheric forecast. This methodologifesant to the recent
studies of Norton (2003) and Polvani and Kushner (2002) who maadegment changes to the
model dynamics of the stratosphere in their models. The approach used tineiiss was more
suited to investigations of the impact of the stratosphere in a transient $tirecaontext and is

similar to the study of Kodera et al. (2000).

In this study we used a state of the art numerical weather forecasting niogl @CMWF IFS
model. This model is ideally suited to the study because it has high resolution rotizen-
tal and the vertical, a high top (0.1 hPa) and a large number of levels (25¢ istrilitosphere.
The ECMWF model was used for the medium-range forecast experimettiteedun chapter 3

because it performed better in a test case than the UKMO HadAM3 model.
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The model is used to investigate the relationship between the stratosphet@ogphere in
three case studies. In each of the case studies two 20 day ensembstorgere run. The
nature, ensemble forecast used observed atmospheric initial condititims froposphere and
different initial conditions in the stratosphere. The non-nature stragosphitial conditions
were taken from a separate atmospheric analysis in which the stratosf®ehniad the opposite
sign. Differences in the tropospheric evolution of the nature and namenansembles are related

to the stratospheric initial conditions.

The primary conclusions of the modelling study were:

Stratospheric initial conditions have a statistically significant impact on the Spby@vic

evolution.
e Significant changes to the tropospheric AO occur between 10-20 ddys un.

e Changes to the AO index in the troposphere are positively correlated withrékeding

changes in the AO index in the stratosphere.

e Changes to the tropospheric flow occur on synoptic scales and repasmges to the
propagation or intensity of individual synoptic systems. The typical sizhede differ-

ences is 100-200m.

e Averaging the differences to individual synoptic systems over the erigeamtl over a
number of timesteps shows the average impact of the change to the synginsyn
the tropospheric flow. This impact is generally on larger spatial scalesamcentrated
in the oceanic storm track regions. The typical size of ensemble mearedifis to the

geopotential height field is 20-40m.

e The averaged differences are consistent between the three casegitatitic sector and
not consistent (but of similar magnitude) in the three cases in the Pacific. deifterences
in the Atlantic sector map strongly onto the AO structure but do not represesiherent

change to the hemisphere scale variability.

These results have some bearing on the current debate in the literatutéeohysical relevance
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of the Arctic Oscillation pattern (see Section 1.3.1.1). The results in this cheygeest that
within the context of the impact of the stratosphere on the troposphereaitha@igm of a coherent
hemispheric mode of variability is not valid. While the aggregated troposphepact of the
change to the stratospheric initial conditions maps strongly onto the AO stuttwes not in
itself represent a coherent hemispheric scale structure. In partictier Racific sector the impact
on the tropospheric flow is very different in the three case studies afadatif to the impact in
the Atlantic sector. The AO paradigm may be more useful in longer term climatectrapalies

where a number of such events are aggregated together.

6.5 Investigating the Mechanism

Results from the numerical modelling study showed that the troposphepienes to changes to
the stratospheric initial conditions is dominated by synoptic scales. This st be inter-

preted in two ways.

e The troposphere adjusts geostrophically and hydrostatically, on laggialsgcales to the
large-scale stratospheric PV distribution. Synoptic scales in the differggld are noise

on this large-scale difference

e Individual tropospheric synoptic systems respond non-linearly to tlaosfrheric PV
distribution. This small-scale adjustment is an important intermediate step between th
large-scale lower stratospheric PV anomalies and the eventual time amddeseeraged

change to the tropospheric flow.

These two possibilities were investigated by running PV inversion experimaht$V distribu-
tions taken from the model conditions. The structure of the geostrophicyahrddtatic adjust-
ment of the troposphere to the PV distribution was calculated with the invettergdostrophic

and hydrostatic adjustment of the troposphere to the stratospheric PVenfdidiving features.

e The adjustment has a large-scale, wavenumber one structure similar toutteirstrof
anomalies in the PV distribution in the lower stratosphere. The adjustmensadong an

axis between 90W - 90 °E.
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e The adjustment of the tropospheric flow to the PV distribution in the middle stitadosis
small. The structure of the tropospheric adjustment is barotropic with PV diesnrathe

lower stratosphere (500K).

e The adjustment has only a weak dependence on the tropospheric flowlat#tien that

the adjustment occurs.

e The adjustment is similar for a number of timeslices taken from the model run. i his
related to the long memory of the lower stratospheric PV distribution. Therdgligation
that the structure of the adjustment is different at times of the model run sth#stically

significant changes to the AO index occur.

The model of the impact of the stratosphere on troposphere as a lalgeasifustment of the
tropospheric flow to the stratospheric PV distribution did not explain therdiifees to the tro-
pospheric flow observed in the model experiments. The structure of teedarle adjustment is
different to the averaged differences to the tropospheric flow in the hnodg. The large-scale
tropospheric adjustment occurs along an axis betweei\90 90 °E, differences to the tropo-
spheric flow in the model occur over the storm-track regions. It wasgsexgpthat synoptic scale
variability plays an important role in the communication of the stratospheric diifesefrom the
northern hemisphere land masses (where the adjustment of the tropospliee stratospheric
PV distribution occurs) to the ocean basin storm track regions (wherggregated differences

to the tropospheric flow are maximised).

The mismatch between the large-scale adjustment of the troposphere to tibspbiteaic PV dis-
tribution and the differences in the tropospheric flow in the model runs lead propose the

following mechanism for the influence of the stratosphere on the troposphe

e Long-lived, large-scale anomalies occur in the stratospheric PV distnibatia result of

tropospheric influence.
e Tropospheric synoptic systems respond to changes to the stratosphefisti#tion.

e Differences to synoptic systems occur preferentially in some locationsiagiey differ-
ences to synoptic systems over a range of times or a large ensemble highlgghtgtle-

gated impact of changes to individual synoptic systems.
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e The largest aggregated impacts of tropospheric synoptic scale systemnoer the North

Atlantic and North Pacific storm-track regions.

e There is a consistent aggregated impact of tropospheric synoptic gstdens in the North
Atlantic sector which maps strongly onto the NAO structure and hence ontoQretrac-

ture.

6.6 Answers to questions posed in the introduction

Three questions were posed in the introduction of the thesis as the aims afojbet.p The

answers to these questions are:

¢ Both the data analysis and modelling studies have demonstrated that the bedtSiate
has an influence on the troposphere. This influence is a causal linkresdeated by the

modelling study.

— The quantitative size of the influence of the stratospheric state on the plogresis
small. In the statistical model the lower stratospheric AO could only explaiivo
of the variance of the tropospheric AO timeseries. In terms of differetecieslivid-
ual synoptic features in the troposphere changes d0 — 200m in geopotential
height in individual ensemble members were present in the modelling studg. Th
is roughly a2 — 4% change to the 1000hPa geopotential height for a change to the
middle stratospheric height distributien 500 — 750m.

— By combining the results of the modelling experiments and some simple PV inver-
sion experiments a mechanism for the influence of the stratosphere ortbshere
was proposed (summarised in the previous section). This mechanism sedlet-
tionship between the lower stratospheric PV distribution and the local syramatie
systems in the troposphere. A significant signal in the AO index is seen @dueoto-
sistent aggregated impact of differences to tropospheric synoptiasysiehe North
Atlantic.

e Both the data analysis and modelling chapters examined the influence oneabastimg

skill of the stratospheric state. In the statistical model a gain of skill 6f on 10-45 day
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timescales was achieved when stratospheric information was included in a statpggcal
forecasting model. Examples of this gain in skill was also seen in the numericillling
experiments. The anomaly correlation of both the 500hPa and 1000hpetgetial height
fields in the numerical model is increased by up to%@®n extended range (12-20 day)

timescales when the model is initialised with analysed stratospheric initial conditions

6.7 Future Work

The mechanism proposed above requires several further experioéumiy understand the way

in which the stratosphere and troposphere interact.

e How are tropospheric synoptic systems influenced by the stratosgric PV distribu-
tion?
The objective storm tracking procedure described in Hoskins and é$o(®02) can be
used to analyse the trajectory and intensity of individual tropospherapsigrsystems. The
track and intensity information generated by this procedure could be ugaettigate the

relationship between the stratospheric PV and tropospheric systems itidkerfg ways.

1. Statistical analysis of the relationship between the amount, intensity andyptapa

direction of synoptic systems and the stratospheric PV in long reanalysgetata

2. Comparison of the evolution of stratospheric features in the naturecadature en-
sembles in each case study. This is a more direct investigation of the reldtioeeine

tropospheric features and the stratospheric PV distribution.

¢ Is the impact of the stratosphere on the troposphere similar in otler, dynamically dif-
ferent, cases ?
There is also a wide scope for more experiments with a GCM similar to thosdlmbabcr
in the thesis. Running more case studies would help to further characteriseldtion-
ship between the stratosphere and troposphere. These cases migi itheusouthern
hemisphere where the stratospheric variability is very different to the erorthemisphere
due to the smaller planetary wave activity. The current interest whiclowuls the un-

precedented southern hemisphere sudden warming in September 20d2wede it an
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excellent first study. The comparison between this case study and thengarases in the

northern hemisphere would provide a good test of the mechanism prbjpoides thesis.

It would also be of benefit to examine the relationship between the stratesame tropo-
sphere in Antarctic Oscillation Index diagnostics. A relationship betweentam@sphere
and troposphere in the Southern Hemisphere has recently been sddgetite papers of

Gillett and Thompson (2003) and Thompson and Solomon (2002)

The methodology developed in this thesis has provided a way of furthestigang the impact

of the stratosphere on the troposphere in a more comprehensive study.
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APPENDIX A

Mass Conservation in PV inversion

The formulation of the PV inverter in chapter 5 does not conserve mass folibwing sense.
One could imagine taking a particular PV distribution and rearranging the RYbers in an
adiabatic sense so that the total amount of PV was preserved. If thesdistwbutions were
inverted it might be expected that the total mass in the two inversions woulchiseao, however

in the inverter used here this would not necessarily be the case.

This appendix shows why the inverter used in chapter 5 does not hayedpisrty and makes a
comparison with a much simpler inversion equation. There is no explicit camsbfeotal mass
within PV inversion but the inversion procedure can be constructed todeduch a constraint.
It is easiest to see this within the equations described by Kleinschmidt anseepy Hoskins
et al. (1985)

Derivation of a simple PV inversion equation following Kleinschmidt is shown askins et al.
(1985) (p900). They assume a circularly symmetric PV anomaly on some fehtopic sur-
faces in the atmosphere. The balance condition is described by gradighamd hydrostatic

balance.

The PV inversion equation is:

0 [10(rv) 150 (fioeOv\ =~ OP
ﬂ; ar}“f P%(R@>_U— A1

or
where:

Vv - is the radial velocity

r - is the distance from the centre of the anomaly

P -is the PV
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0 - is potential temperature

This equation has three unknowns, P,v andn order to determine the distribution of velocity
the distribution of both P and are required. PV inversion attempts to determine the distribution
of both flow and mass when only the PV is know. This means that solving Eq.refydires

an iterative procedure because of its two unknowns .The problem csol®d using an initial
guess of the isentropic mass dengityproviding appropriate boundary conditions are known).
After the velocity field has been determined by inverting Eq. A.1 a new isantroass density
field can be determined by consideration of the balance condition. Comparfisbe balanced
mass distribution and the initial guess shows when the solution has convériggossible to
include various constraints to the way in which the mass distribution is readamgéioskins

et al. (1985) an explicit constraint on the mass is included in the formulatitreofversion:

d?‘e
//8”3/’ ddy—pf //dxdy (A.2)

This condition states that the pressure distribution obtained from the ineédrsia v, 6)) should
be obtained by an adiabatic rearrangement of a pre-defined redepresure distribution
(pres(0)) which is only a function of potential temperature. It should be recognisedever
that this condition is an additional constraint on the PV inversion and neeldentequired to

solve equation 5.10.

By assuming the constraint of equation A.2 Hoskins et al. (1985) showvihisaimplies knowl-
edge of the mass lying between isentropic surface, which leads to a retépidretween the
distribution of PV anomaliesf’ = P(z,y,6) — P,.¢(#)) and the relative circulation around the

boundary of the domair(j,6).

- [ [ Gypasay - cuo (A3)
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Because this relationship exists one could imagine an alternative constrahs fnversion which
prescribed the relative circulation at the boundary of the domain along vétRVhdistribution.
In this case the mass distribution would be determined by Eq. A.3 and wouldenetssarily
be related to an assumed reference mass distribution. If one attempted doberémth the

circulation and mass fields then the problem would become over-prescribed

In the simple problem described above it is clear that solving a PV inversaprires an iterative
procedure to produce both a mass and flow field from knowledge of thaléhé. In the PV

inversion equation used in the inverter of chapter 5 this is not so cleain¥éesion equation is:

P oM/90\ @) 92 M
20 sin ¢ Rg Cp 062
1 1 0’°M 1 0 [ cos¢p OM
- - =1 A4
e <sin2 26 N2 | 25260 <sin¢ 26 >> Fha A

For ease of computation the inversion equation is written in terms of Montgontexgnsunc-
tion, M. In Eq. A.4 this means that the inversion equation has only two unksid®vand M.
However, to solve this equation an iterative procedure similar to the onelskx$dor the Klein-
schmidt problem above is required. An initial guess of M is needed for tkegsion to be solved.
The formulation of the inverter using M makes it more difficult to see that the$ive procedure
has to solve for both mass and velocity. However, because Montgomegngtmction repre-
sents neither the mass or velocity fields further calculations (hamely hytilcastd geostrophic

balance in this case) are required to extract the mass and flow fields fedinahM distribution.

The inverter is formulated in this way because it simplifies many of the proesdaguired to
solve the inversion equation over the hemisphere and in three dimensidasndéns, however
that an additional constraint on either the mass or the flow field (similar to th&g.0fA.2 in the

Kleinschmidt example) cannot be included in this inverter. It would only Issibte to constrain

the rearrangement of M in this case and this would constrain neither the flmass fields.

The inverter used in the experiments of chapter 5 is formulated in such a ahit ttoes not

explicitly preserve the total mass field. Our interest in performing theseiexpas is to examine
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the longitudinal structure of the adjustment of the tropospheric resporibe giratospheric PV
distribution. The quantitative size of this adjustment is of lesser importancecartedusions of

chapter 5 are not affected by the non-conservation of mass of thednver
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