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ABSTRACT

Urban areas have different climatologies to their rurat@umdings. The physical mechanisms
responsible for these differences are not accurately knolms work contributes to the better

understanding of the physical processes acting in urbasare

The role of surface morphology in determining the surfacergy balance of an urban area and
the subsequent impacts on the planetary boundary layemastigated. The urban street canyon
is used as the generic unit of the urban surface in a rangeabftan experimental and numerical

investigations.

The first part of this work considers the role of surface mofpgy on the individual terms of the
surface energy balance. An analytical approach was usewégtigate the exchange of diffuse
radiation in a street canyon. Multiple reflections of raidiatvere found to play an important role.
An experimental approach and process based modelling werkta analyse the turbulent flux of
a scalar from a street canyon. The variation of the flow anoltance with surface morphology
both above and within the street canyon was found to deterithie surface flux densities. The
competing effects of surface geometry, which decreasefiukelensities, and the increased sur-
face area, which increases the total fluxes, determinesetheffiect of surface morphology on the

energy balance.

The second part of the work considers the interaction betwee surface energy balance and the
boundary layer. A coupled model of the surface energy balamd boundary layer was used
to investigate the impact of surface morphology on the baondayer. The impacts of surface

morphology, on their own, result in realistic surface, ganand boundary layer urban heat islands.
An investigation into simplifying the urban street canyorergy balance shows that two surfaces,
a roof surface and a canyon surface, are needed to reprasesirface energy balance of urban
areas. The adjustment of the boundary layer under advefrtiom a rural to an urban area is

suggested to be a key process even at low wind speeds.
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Vii

Glossary of terms

The individual terms are introduced in detail within the maaxt.

Standard terms
t time (s)
(z,y,2) standard orthogonal co-ordinate system either alignetveest, north-south ar

aligned with the mean wind.

p density of air (1.2 kg m?)

g acceleration due to gravity (9.8 m%

p specific heat capacity of air at constant pressure (1004 34g')
0s(T;) surface temperature (of surfadgK)

dij Kronecker-delta operator.

Averaging operators

time-average of property

z

(x) spatial-average of property

x’ instantaneous deviation effrom its time- and spatial- average
Ty scaling value for’

Surface dimensions

he height of the buildings (m)

We width of the street (m)

Te width of the generic surface unit (m)

Ap planar area index

Af frontal area index

29 reference height in the inertial sub-layer (m)

z; height of the boundary layer (m)



viii

Subscripts

i,5,k general subscripts

rf roof

s surface

st street

us (ds) upstream (downstream) section of the street (Chapter 3)
wl (wl,w2) wall

uw (dw) upstream (downstream) wall (Chapter 3)

c canyon

sk sky

Boundary layer variables

vertical profile of the horizontal wind vector aligned in the y directions (m s')

(= (@(2),7(2)))

vertical profile of the wind speed (nT$)

wind speed at the top of the inertial sub-layer (m)s
geostrophic wind vector (nT3)

mean wind for the upstream profile (Chapter 6) (M)s
turbulent stress (kg m's2)

surface friction velocity (ms')

(equilibrium) mixing length (m)

vertical profile of potential temperature (K)

Monin-Obukhov length (m)

Richardson number

integrated stability functions for momentum and heat respaly
mean potential temperature for the upstream profile (K)
distance from the change in surface type (fetch) (Chapténp)
turbulent diffusivities for momentum and heat respecyi@h’s!)
surface sensible heat flux (WT#)

scaling for the vertical velocity (ms)



Energy balance variables

Kl total downwelling wavelength-integrated solar radiafiux density (W n12)
K1 total upwelling wavelength-integrated solar radiative fiensity (W nr?2)
L downwelling wavelength-integrated longwave radiative fiensity (W nt?)
L upwelling wavelength-integrated longwave radiative flexsity (W ni2)
Q* net radiative flux density (W m?)

Ky (Kqe)  direct (diffuse) component of the solar radiative flux dgngiv m=2)

H sensible heat flux density (W)

LE latent heat flux density (W nt)

G ground heat flux density (W )

k thermal conductivity of the substrate (W km~1)

Cs volumetric heat capacity of the substrate (J'Kn—3)

o wavelength-integrated albedo for the material of surface

€ wavelength-integrated emissivity for the material of aodi

T, linearising temperature (273 K)

Tin substrate interior temperature (K)

Gin interior ground heat flux (W m?)

wy, transport velocity for the turbulent fluxes (m'9

Fi1,Fs,F4  approximations to the full canyon energy balance (Chapter 5

Radiation variables (Chapter 2)
Ay flux density of incoming diffuse radiation onto surfatevhich has originated

directly from surface (W m—2)

A; total flux density of incoming diffuse radiation onto sugaqW m—2)
Q; flux density of emitted diffuse radiation from surfac@V m—2)

B; total flux density of diffuse radiation away from surfac@V m=2)

Qi net radiative flux density for surfaggW m—2)

F;j matrix of shape factors

Ly; matrix for radiative interaction

)ij inverse ofl’;;

Ro, R1 approximation methods to full solution for radiative excha



Turbulent transport variables (Chapter 3)
X generic scalar

Zom» 2 roughness lengths for momentum ald respectively, pertaining to the surface

om? 70X

material (m)
Zors Zxr roughness lengths for momentum aid respectively, pertaining to the entire

canyon unit (m)

d, displacement height pertaining to the entire canyon unjt (m

Ty resistance to the turbulent transport of scatar(s ') - often relates to the
transport across an internal boundary layer

Tax resistance to the turbulent transport of sc&lfaacross a free shear layer (S h)

Wy turbulent transport velocity for the flux density of scakarm s!)

w; turbulent transport velocity for the flux density from swéd (m s™!)

We turbulent transport velocity for the flux density out of ttengon cavity (m s!)

wy turbulent transport velocity for the total flux density fraire (canyon) surface
into the boundary layer (nT$)

w,, turbulent transport velocity for the flux density from a flatface of equivalent
surface material (ms")

L, maximum length of the recirculation zone (m)

L length of the sloping edge of the recirculation zone (m)

Uu; wind speed representative of the turbulent transport frorfasei (m s™!)

Uet wind speed representative of turbulent transport at catypim s!)

0 depth of the internal boundary layer formed along surfags)

i, Qo coefficients for the deceleration of the flow in the canyoritgav

¢ turbulent drag coefficient (kg n)

C, turbulent drag coefficient based on the wind speed at bigjldight (kg nv?)



CHAPTER ONE

Introduction

The lowest layers of the atmosphere are known agpthretary boundary layeor simply the
boundary layer Stull (1988) defines the boundary layer as “that part of tineoaphere that is
directly influenced by the presence of the Earth’s surfand,rasponds to surface forcings with
a time scale of about an hour or less.” Boundary layer mekegypthe study of this layer of the

atmosphere, is characterised by the study of the turbubgotre of the boundary layer.

The airflow and thermal structure of the boundary layer ismeined by the Earth’s surface. In
particular, thesurface energy balancéhe partitioning of energy at the surface into differemtris,
and the drag exerted by the surface determine the surfageetatare and the vertical profiles of
wind and temperature in the boundary layer. Urban areas thematerial and aerodynamic
character of the surface, greatly affecting the surfaceggnealance as well as the dynamic and
thermodynamic nature of the boundary layer. These modiitato the local climate are the core

topics ofurban meteorologandurban climatology

Urban modifications to the local climate are manifested iarety of forms. Urban areas are
generally warmer, less windy and drier in a relative senaa their rural surroundings (e.g. Oke,
1987). However, the role of the rural surroundings in debeimg these modifications cannot be
understated (Arnfield, 2003). The most prominent featutb@focal climate of urban areas is the
well knownurban heat islandThis is a transient feature of urban areas, usually noatuwhere
the urban surface and near-surface air temperatures ameewtran their rural surroundings. Oke
(1982) presents a number of physically based explanatmmthé urban heat island. The precise
causality is different for each urban area with the reductiomoisture availability, changes in
the surface material properties and reduced longwavetiaglzooling through radiative trapping

considered to be the dominant processes (Oke, 1987e0Me 1991; Arnfield, 2003).
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Investigation of the thermal and dynamic properties of orheeas is important in a range of
applications. Heat stress resulting from the urban heahdstan be a major concern for public
health (e.g. Dabbest al., 2000). Similarly the dispersion characteristics of palhis, known to
depend on the location of the source (Oke, 1987) and synoptiditions (Ketzekt al., 2002),
have important impacts on public health. More recentlyrgitbe has focussed on the dispersal of
hazardous chemical or biological releases within urbaasardrchitects and building engineers
require detailed knowledge of the airflow in urban areas terd@ne the structural strength and
energy requirements of new buildings. Finally, the inciggsesolution of numerical weather
prediction models makes the practical forecasting of thatker within urban areas a real possi-
bility. Such work will also allow the assessment of whethdyam areas impact significantly upon
mesoscale weather systems as has been speculated (e.steBoamd Thompson, 1981; Born-
stein and Lin, 2000; Rozoff and Adegoke, 2003). Accuraté,sbuple, methods to incorporate
the range of dynamic and thermodynamic influences on thedaoyrayer across the full range

of urban types and synoptic conditions are therefore reduir

A range of methods have been used to investigate the urbardaoulayer and urban energy
balance. These include wind and water tunnel simulatiorgs Barlow and Belcher, 2002; Lu
et al, 1997a,b), numerical simulations (e.g. Hurgeal., 1992; Johnson and Hunter, 1995; Baik
and Kim, 1999; Liu and Barth, 2002), field experiments (e.lgugh and Oke, 1986; Grimmond,
1992) and high resolution remote sensing (e.g. Lee, 1993).

This study focusses on one aspect of urban areas, namelyrflaees morphology, and how
it controls urban meteorology. Changes in the surface nubogly are possibly the one property
common to all urban areas. It is therefore important to amrsiully the impact of surface mor-
phology on all parts of the surface energy balance and boyndger. The remainder of this
introductory chapter presents a brief overview of the endx@ance and boundary layer of ur-
ban areas concentrating on the current understandingutitafental paradigms, concepts and
assumptions used throughout the thesis, as well as pedcgaes in knowledge. The specific
aims of this work are then introduced together with a moraitézt outline of the thesis. Detailed

motivation for each of the sections of work are included atlibginning of those sections.
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1.1 Scale and the urban surface

The complex morphology of an urban area results in a rangéaafte in the boundary layer and
energy balance. The urban surface is notably highly nondgemeous varying on a range of
spatial scales. Fundamental to understanding the physieehanisms responsible for the urban
modifications to the local climate is the spatial scale upbittvthe physical processes act. Figure
1.1 relates several topics within urban climatology to tfmdal spatial scales on which they are
considered (e.g. Britter and Hanna, 2003). Of course, phigirocesses acting on one spatial
scale can be influenced by others acting on a different $patéde. For example the detailed
transport processes at the street scale determine the dgucmhditions for the boundary layer
which in turn impacts larger scale processes. Similarlysgmoptic and regional scale forcing can
influence all of the smaller scales. A key aspect of urban onetegy concerns the description

and classification of the surface on the relevant spatid¢sca

Street Neighbourhood City Regional
scale scale scale scale

| | |

\ \ \ o

100's m 1000’s m 10,000's m
Building design
Pollution dispersion
Urban energy balance
Urban heat island
->

Impacts on the weather?

Figure 1.1: Schematic relating topics within urban climatology andrtbpatial scales.

Buildings impose two properties of the urban surface. Firie total surface area is increased
from that of a planar surface. Secondly, the surface is defdrto accommodate the increase in
surface area. The tersurface geometnrg used in this thesis specifically to denote the deformation
of the surface, i.e. the dimensions and separation of tHdibgs. The ternsurface morphology
is used to denote the combined effects of increasing thaseidrea and the deformation of the

surface.

The full detail of the urban surface is only needed, and iddedy practical, for highly specific
studies, for instance into the dispersion of pollutantsnfra specific source within a building
array. More common is a requirement to classify the averdigete of the urban surface on

the appropriate spatial scale. The simplest general methothssify the surface morphological
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characteristics requires three parameters, namely thdirmiheight/,., the planar area index

Ap and the frontal area indeX; (e.g. Grimmond and Oke, 1999a) averaged over the scale of
interest. The planar area index is the ratio of the land sartacupied by the footprints of the
buildings to the total land surface area. The frontal serfaca index is the ratio of the surface
area exposed to the mean wind to the total land surface atass X depends on the direction

of the mean wind. These three morphological parameterdlasegated in Figure 1.2 for an array

of uniform buildings. Depending on the case considereditiadd! information may be required
such as the asymmetry in building size (Bottema, 1996) ovegetated fraction of the land surface

(O’'Rourke and Terjung, 1981).

Figure 1.2: Schematic of the morphometric ratios for an array of threeettisional uniform buildings. The
non-dimensional ratios are defined as; = A,./A, = L,L,/D,D,, \f = A, /A, = z,L,/D,D,
(after Grimmond and Oke, 1999a).

Even within this framework the range of surface morpholsgiessible is too large to inves-
tigate realistically. Both observational and modellingds¢s have therefore attempted to base
their studies on generic units of the urban surface. Thettgeis an implicit assumption that the
behaviour of the atmosphere over, and energy balance afe theneric units mimics those of
real-life urban areas of a similar morphological naturectSgeneric units include the urban street
canyon (e.g. Nunez and Oke, 1977) and arrays of cubes (edg, AB82). The difference be-
tween the real urban areas and these generic units showdgisabe remembered when comparing

observations and model results or infering results from eliimdy studies.

This work considers tharban street canyoto be the generic unit of the urban surface. This
is the simplest unit of an urban area which allows the sunfacghology to be varied. The urban
street canyon consists of two parallel, uniform in heighifarm in size buildings with flat roofs.
This generic unit of an urban area and the nomenclature sssigbivn in Figure 1:3 For this

generic unit (under flow normal to the canyon axig)= h./r. and\, = 1 — we /7.

*An unfortunate clash of notation exists between the urbanatblogy community and the wider surface ex-
change/boundary layer communities. This thesis uses tinedaoy layer community notation where possible.
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7 S NP N 1
he Wy Wy
st
W
+——>

< »
<

Figure 1.3: Perspective schematic of an urban street canyon togethiertivé characteristic dimensions
and nomenclature used. Note the four facets of the urbaet staeyon, the street (st), the two walls (wl
and w2), and the roof (rf), together with a transparent st canyon top (sk) (see Chapter 4).

1.2 The urban boundary layer

The boundary layer over an urban area is of particular ist@®it is in this layer of the atmosphere
that the majority of routine observations in urban areasaken. It is therefore important to know
what these observations represent. As air flows from onacitb another aimternal boundary
layer forms. The internal boundary layer is influenced by, but ndtyfadjusted to, the new
surface and deepens with fetch. The internal boundary fayered over urban areas is theban
boundary layer The urban boundary layer is however a collection of sudeedsternal boundary
layers rather than one internal boundary layer due to thérea changing of building formations

and densities across the urban area.

A Zi 4 A
Mixed Layer
z~01-02z; i

‘ Urban
Inertial sub-layer Boundary

Layer

z~2h,
Roughness sub-layer
¢ Urban
I Canopy
Layer v

Figure 1.4: Schematic of the boundary layer over an urban surface wiitay depths for the sub-layers
(e.g. Roth, 2000)z; is the depth of the planetary boundary layer over an urbam are

The boundary layer is traditionally partitioned into a nienbf sub-layers dependent on the

characteristics of the mean and turbulent parts of the flog. @arratt, 1992). Over an urban
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area this traditional partitioning is modified to accountttee large impacts of urban areas on the
boundary layer (Oke, 1987). This patrtitioning into four dapers is shown in Figure 1.4. The

four layers (from the top down) are:

. The mixed layer The flow and potential temperature are rapidly mixed reslin hori-
zontally homogeneous, vertically uniform profiles. By rtigiis sub-layer may be further
partitioned into a residual of the previous day’s mixed tagyeerlying a surface inversion
layer which has been cooled from below. The mixed layer msy bé capped by an inver-
sion layer at the top of the boundary layer. Little is knowmatbany differences between

urban and rural mixed layers (Roth, 2000).

. Theinertial sub-layer The flow and potential temperature are horizontally homeges
but can vary in the vertical. The vertical fluxes of momentin@at and moisture are hor-
izontally homogeneous and uniform in the vertical and akeriato be equal to the spa-
tially averaged surface value. Monin-Obukhov Similarityebry may be applicable in this
sub-layer (Rotach, 1993a). The lowest atmospheric leveluafierical weather prediction

models is usually assumed to lie within this layer.

. Theroughness sub-layerAdjacent to the rough surface the airflow is influenced by the
individual roughness elements. The flow is horizontallyehegeneous, determined by lo-
cal length scales such as the height of the roughness elgifieiildings), their breadth or
separation (e.g. Oke, 1988; Roth, 2000) and building shapéa{lidis, 1997).

. Thecanopy layer Either a separate sub-layer (Oke, 1987) or the lowest [hdhteorough-
ness sub-layer below the height of the buildings. The flovighllg heterogeneous spatially
and subjected to form drag (Belchetral,, 2003). Most routine observations in urban areas

are taken within this layer.

The vertical extent of each of these layers is the subjecewadrsl studies. A range of wind
tunnel studies (Raupadt al., 1980; Oke, 1987; Rafailidis, 1997; Cheng and Castro, 26068
horizontal heterogeneity of the flow below 1.8-5 buildingghés. This estimate for the depth of
the roughness sub-layer was seen to depend on the separhtimm buildings (Raupachkt al.,
1980) and building shape (Rafailidis, 1997). This implieattmost of the observations taken in
urban areas remain in the roughness sub-layer as suppadedideal location in the inertial sub-

layer. The inertial sub-layer over urban areas is often (it z;, Roth (2000)). It is possible



CHAPTER 1: The surface energy balance and boundary layer 7

that it may not exist in unstable conditions when the effedtsurface heterogeneity are mixed
further in the vertical (Roth, 2000) or when the buildingdidivaries and the roughness sub-layer

is deepened (Cheng and Castro, 2002). The depth of the uab@py layer is considered later.

1.2.1 The inertial sub-layer

The mean wind speed], and the turbulent nature of the flow in the inertial sub-tageer uni-
form terrain can be expressed in terms of Monin-Obukhov [&nity Theory. The assumptions of
this theory are that a) the turbulent fluxes are constant éight, b) the mean flow is horizon-
tally homogeneous and c) radiative transfer is negligiflke first two of these assumptions are
not valid near to buildings and the continual variation a tirban surface implies that assump-
tion b) will rarely be met even well above the surface. Howeémghe absence of other theory,
Monin-Obukhov Similarity Theory is commonly used as theib&sr the analysis of the flow and
turbulence in the urban inertial sub-layer (e.g. Roth, 20Q@@rrecting for the displacement of the

mean flow, the vertical profile of the wind in the inertial salyer then takes the following form

(e.g. Garratt, 1992)
Uz) = % [m (Z;dT> —w, <Z_LdT>], (1.1)

where z is the height above the ground,. is the zero-plane displacement of the mean flow,

u, = (7/p)Y? is the friction velocity measured in the inertial sub-laye= 0.4) is von Karman's
constant,L is the Monin-Obukhov length andt,,, is the integrated stability function for momen-
tum. z,, is a constant of integration called thalk or effective roughness lengtiThe subscript

r denotes that these values are representative of the tteatedf the building array and not of
the surface material. Physically, represents the mean height of momentum absorption by the

surface and is often taken to be the depth of the canopy ldgekgon, 1981).

The stability function¥,,, and its counterparts for heat and moistubg, and ¥, respectively,
are empirical functions traditionally fitted to data (e.g/eD, 1967; Beljaars and Holtslag, 1991).
These functions represent the effects of stability on tmbulent mixing and therefore on the
vertical profiles of the mean flow, temperature and humiditihe inertial sub-layenV,,, takes the
value 0 in neutral conditions, is greater than 0 in unstablalitions and less than 0 in unstable
conditions (e.g. Beljaars and Holtslag, 1991). Kaedlal. (2002) suggest that the form of the

stability functions over an urban area is different to thatrather surfaces.



CHAPTER 1: The surface energy balance and boundary layer 8

The Monin-Obukhov length takes the form

u?

i (9/05) (H/pey)’

L= (1.2)

whered, is the surface temperaturgjs the acceleration due to gravigythe density of airg, the

specific heat capacity of air arfid is the area-averaged sensible heat flux.

There are an increasing number of studies relating the rmsgghlength and displacement
height of an urban surface to the surface morphology (e.gp&zhet al., 1980; Bottema, 1996;
Macdonaldet al., 1998) - see Raupach (1994) and Grimmond and Oke (1999a)réstieav. The
log-law (Equation (1.1)) has been observed over an urban(R@tach, 1993a) and in wind tunnels
over a variety of surface morphologies (Raupathl., 1980; Macdonalet al,, 1998; Barlow and
Belcher, 2002; Cheng and Castro, 2002). InterestinglynGlend Castro note that ttepatially

averagedwind profile obeys the log-law down to building height.

The turbulence of the flow in the inertial sub-layer over apaumr area remains poorly under-
stood although a number of observational studies have lwepleted (e.g. Xet al., 1997). This
is partly due to difficulty in observing at such a height abtlve ground, differences between
observation techniques and a lack of a common framework atysa these observations (Roth,
2000). Such work is needed to establish whether firstly, riieetinl sub-layer exists from a tur-
bulence view point (constant fluxes with height), and sebotwdetermine which if any of the
current paradigms for the roughness and displacement afl aMgan surface is applicable across

the full range of urban morphologies.

1.2.2 The roughness sub-layer and canopy layer

Details of the flow and turbulence within the roughness syledl are needed for a variety of ap-
plications, notably pollution dispersion, building engéming and the urban energy balance. A
focussed effort has been undertaken to observe and to temigrthe nature of the mean flow
and turbulence within the urban roughness sub-layer. Qatw understanding of the spatially
averaged mean flow has advanced through the application ofidied Monin-Obukhov Similar-
ity Theory (Rotach, 1993a,b) or applying a spatially-aged dynamical approach (Macdonald,
2000; Coceal and Belcher, 2004). There are several keydiffes in the nature of the turbu-

lence over ‘rural’ and urban sites. Firstly, there are gigant dispersive stresses within the urban
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Figure 1.5: The flow regimes associated with air flow over building arrajth increasing canyon aspect
ratio (h./w.). (a) Isolated roughness flow; (b) Wake interference flowSikimming flow (adapted from
Oke, 1987,1988).

canopy (Cheng and Castro, 2002). Secondly, the Reynolelsssis peak at or just above roof level
indicating that this is a region of intense turbulence potidn (e.g. Rotach, 1993a). Finally, the
turbulent spectrum over an urban area is altered. The pdhak ienergy spectrum is flattened with

no single frequency dominating the power spectrum (LouR881Roth, 2000).

A range of qualitative pictures of the flow within the roughaesub-layer and around individual
building configurations exist (e.g. Oke, 1987; Hurgerl, 1992). Quantitative interpretation of
these paradigms and the relation to observations is on g@ihgarticular concern is the weakness
in the quantitative understanding of the physical procegseerning the turbulent exchange at the
top of canopy layer (e.g. Bentham and Britter, 2003), thegtiog of the air above and within the
building array (e.g. Loukat al., 1998), the spatial variability of the turbulent intensitithin the
building array (e.g. Cheng and Castro, 2002) and the deperdsf these features on the surface
morphology.

A particularly useful paradigm in this work is the flow regisnef Oke (1987,1988), as shown
in Figure 1.5. Restricting our consideration to the caseegbendicular flow incident on a series of
urban street canyons; in the lee of each building a recitioglavake forms. An upstream bolster
eddy can also form if the buildings are widely enough spadée:canyon aspect ratiahe ratio
of the buildings’ height to their separatién /w., then determines whether the recirculating wake

occupies all or part of the canyon cavity.
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Three flow regimes then exist depending on the canyon asgtiat these are:

. Theisolated flow regimepccurs when the spacing of the buildings is wide. Oke (1987)

suggests that for this regime the canyon aspect ratiay. < 0.3.

~

. Thewake interference regimeccurs at intermediate canyon aspect ratios. The reciiegla
wake interacts with the upstream displacement of the flowltiag from the downstream

building.

. Theskimming flow regimeccurs at high canyon aspect ratids/w. = 0.7 (Oke, 1987).
The main flow is displaced; turbulent exchange at the canypuitives a recirculating flow

within the canyon.

Few observational studies have considered the isolatedréigimne. A small but increasing
number of wind tunnel (e.g. Browet al., 2000) and numerical studies (e.g. S¥hal., 1996) have
considered the wake interference regime. In most studesBatv is seen to be highly intermittent
making generalisation difficult. However as the morpholafynany sub-urban areas falls into

this flow regime further development both qualitative andmgitative is important.

Most studies consider the skimming flow regime, common incihecentres. A large hum-
ber of wind tunnel (e.g. Raupadt al., 1980), field experiment (e.g. Nakamura and Oke, 1988)
and numerical studies (e.g. Mills, 1993) have concentratethis flow regime with a range of
motivating topics including the urban energy balance (Hugnez and Oke, 1977) and pollution
dispersion (e.g. Yamartino and Wiegand, 1986). Almosttatlies indicate that the flow within the
street canyon consists of an intermittent vortex and a dhgar at canyon top (e.g. Loul al.,
2000). However this picture is for the mean sense only andcbeadlisrupted by stability effects
(e.g. Kim and Baik, 1999). An interesting feature of most eual studies (e.g. Simit al.,, 1996)
and some water tunnel studies (Baikal., 2000) is the formation of two or more counter rotating
vortices as the canyon aspect ratio is increased beypnd. ~ 1.5. Counter rotating vortices
must occur when considering Stokes’ flow dynamics in top fidesh cavity flows (Shankar and
Deshpande, 2000). However, the presence of counter m@tatirtices in a full scale urban street
canyon has, to our present knowledge, not been observegebieg the canyon does however

decrease the mean wind speed and turbulent intensity at kvel.

The different physical processes occuring in these threerfigimes affect the turbulent trans-

port of momentum and scalars. Very few studies have coreidine turbulent characteristics of
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the flow as the surface morphology is changed in a consistanher (see Okamotet al. (1993)
and Brownet al. (2000) for exceptions). In particular, the consequentceff@n the turbulent
transport of scalars, important in determining the seasdinld latent heat flux component of the
energy balance has had little quantitative attention (sao® and Belcher (2002) and Narita
(2003) for exceptions) and is the subject of Chapter 3.

Despite the obvious limitations of considering perpenidictiow to two dimensional geometry,
limited understanding exists concerning the quantitagiffects of alternative wind directions or
building layouts on the mean flow and turbulent transportopen question remains as to whether
the results of these street canyon studies can be applieasss evhere significant channelling of

the flow (e.g. Nakamura and Oke, 1988) or canyon asymmefyyNeinez and Oke, 1977) occurs.

1.3 The urban energy balance

The energy balance of the surface is the physical proceshwbiuples the surface and the bound-
ary layer. In a similar way that the surface roughness détesrthe Reynolds stresses, the drag on
the flow and therefore the mean wind profile, the energy belaetermines the surface fluxes of
temperature and moisture and therefore the mean profileteffial temperature in the boundary
layer and the surface temperature. Additionally, these ivozesses are linked. The Reynolds
stresses are influenced by the stability of the atmospheyer(0967). Conversely, the surface
fluxes of heat and moisture depend on the turbulent natureeoboundary layer. The status of
the boundary layer and energy balance of any surface areftherintimately linked (Raupach,
2001). Over urban areas, where the turbulent intensitiesigher than rural areas (Roth, 2000),

this coupling is likely to be more important.

The energy balance of any point on a surface can be expressed a

K -Ki+L —-L—H—-LE-G = 0. (1.3)

This is an expression of the First Law of Thermodynamics geovation of energy)K| and K
are the downward and upward, respectively, flux densitigeefvavelength integrated shortwave
radiation.L| and L are the downward and upward, respectively, flux densiti¢keofvavelength

integrated longwave radiation incorporating emittedasraitted and reflected radiatioff is the
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Boundary
Layer

Figure 1.6: Schematic of the volumetric averaging approach to urbanggrigalance (after Oke, 1987).
The base of the averaging volume is determined as the len@dswhich there is negligible energy transfer
on time scales of less than a day. Note the different notafipnis the net radiation),, the sensible heat
flux; @ the latent heat fluxAQ, storage AQ , the advective flux; and),. the anthropogenic heat flux.

turbulent flux density of sensible heat into the boundargtay E the turbulent flux density of
energy associated with the evaporation of water (latent) fve@ the boundary layer an@ the

flux density of energy into the substrate.

The complexity of the urban surface means that this equaigmot realistically be solved
for every point on the urban surface and therefore requippsoximation. Common approaches
include considering the energy balance of the differerting facets (e.g. Masson, 2000) or con-
sidering the energy balance of a volume incorporating imglsl intervening air and the underlying
substrate (e.g. Oke, 1987; Grimmoeidal, 1991). In order to compare these approximations it is
useful to to consider the balance of energy through a hat@tane just above roof level (plane
ABCD in Figure 1.6). This is denoted thieban energy balancer bulk energy balancand fluxes
per unit planar area across this plane are denméidfluxes This is the balance of energy required
in numerical weather prediction models. Relating the enbedance of the individual facets to the
bulk energy balance requires additional assumptions, comstnonly that the intervening air does
not absorb or release energy. The urban energy balancenighesum of the energy balances of

the individual urban surfaces suitably weighted by surtaea.

Applying the volumetric averaging approach (e.g. Oke, 198&e Figure 1.6) alters the form
of the energy balance in three ways. Firstly, the absorgiuth release of energy by intervening
air is incorporated with the integrated ground heat flux mterm known astorage Secondly,

advection through the volume can result in a non-zero flwnefgy through the vertical edges of
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the volume - this is thadvectiveflux. Finally, the emission of anthropogenic energy in vasio
forms can be explicitly incorporated into the energy bagarithe anthropogenic heat flux can be
locally instantaneously large (e.g. 400 W fn(Ichinoseet al,, 1999)) but more commonly takes a
modest value of the order of 10 WTh (Grimmond and Oke, 1995). The approach of volumetric
averaging, however, due to its simple nature may prevenpliysical processes governing the
energy balance from being assessed. In particular, therelift nature of the energy balance (e.g.
Nunez and Oke, 1977) and surface temperatures (e.g. Vodgdla, 1998) of different surfaces

is lost and the precise dependence on surface morphologytha examined.

Despite the practical difficulties in observing and intetprg the energy balance of an urban
area a large number of observational campaigns have odcuMest have studied the energy
balance of temperate “western” style cities (e.g. Nunez@ked, 1977; Cleugh and Oke, 1986;
Grimmond, 1992; Grimmond and Oke, 1995, 1999b) includingualper of long term studies,
comparison studies between urban, sub-urban and ruraksitein a range of synoptic conditions.
Fewer observations have been taken in tropical (wet or @égipns, but observations have been
taken in Mexico (Okeet al,, 1999; Garcia-Cuetet al., 2003), a number of locations in Asia (e.g.
Yoshidaet al,, 1991) and recently in Africa (Offerlet al., 2003). The comparisons between
urban and rural energy balances are particularly usefuhegs highlight the principal effects of

urbanisation on the energy balance. These are

. A greatly reduced latent heat flux - although immediatelgrafain events this can be the

dominant term (Atkinson, 1985).

. Anincreased flux into the substrate during the day - thisgnean then be released during

the night maintaining surface warmth.

. The sensible heat flux may be slightly increased during tlyebd& notably tends to peak

later (~ 1 hour) and remains positive for several hours after sunset.
. Positive sensible heat fluxes can be maintained througheutight (e.g. Oket al.,, 1999).

. The ground heat flux (storage) may peak slightly earlied.(hour).

The underlying physical processes responsible for thdgetices are as for the urban heat
island, which is of course an observed symptom of these @sat@the energy balance. The

interpretation of the radiation terms of the energy balanfcerban areas is well advanced (e.g.
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Figure 1.7: Schematic of the four basic approaches in modelling therudmeergy balance. (a) Slab and
‘concrete’ canopy models (e.g. Best, 1998a); (b) volurnetveraging models (e.g. Grimmoatial,, 1991);
(c) urban street canyon - single layer models (e.g. Masso®))2 (d) urban street canyon - multi-layer
models (e.g. Martilliet al,, 2002).

Johnsoret al,, 1991). The degree of complexity used to calculate the tiadiderms, however,

varies between authors. The interaction between surfam@etey and the radiation/storage bal-
ance at night under clear sky, light wind conditions has Heedamental in understanding the
cause of urban surface heat islands (@kal, 1991). The role of the turbulent fluxes and bound-
ary layer state is not as well understood, despite the adwaiitools such as source area modelling
(Schmid, 1994). The role of surface morphology in deterngrthe energy balance and its role in

determining urban modifications to the urban climate tfwreefemains to be resolved.

A range of methods to model the energy balance of urban ardsis depending on their
intended usage and the complexity required. Figure 1.7 stzoschematic of the four principal
types used across a range of applications. The simplestisnadeslab models (Figure 1.7(a)).
The urban surface is approximated as one surface but withcgucharacteristics appropriate for
urban areas (e.g. Myrup, 1969; Carlson and Boland, 1978Je Mamplex versions of this model
type approximate the urban surface as a canopy (e.g. B&&a19uet al,, 2002). The differences
between these two cases lie in the methods used to couplialhte she underlying surface. These

models commonly do not explicitly incorporate surface nmatpgy.

A range of statistical models exist for the volume-averagieergy balance of urban areas (Fig-
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ure 1.7(b)). Most notable of these is the Objective Hystefdedel and its successors (Grimmond
et al, 1991; Grimmond and Oke, 1999b, 2002). These models statigtparameterise the rela-

tion between the evolution of the net radiative flux and tloeagie terms and then subsequently
partition the residual into the turbulent fluxes. The efauftsurface morphology are incorporated
into the statistically determined coefficients. The stiatié determination of the model coefficients
implies that these models cannot be ported between differees without reassessing these co-

efficients.

A number of physically based models have been developedtéthim of incorporation into
mesoscale numerical weather prediction models. The fassabf these are single layer models.
These use a generic unit of the urban surface placed entieddyv the level of the lowest atmo-
spheric model level (Figure 1.7(c)). The majority of thesededs use the urban street canyon as
the generic unit of the urban surface (e.g. Masson, 200Qigtharrays of cubes have been used
(e.g. Kawai and Kanda, 2003). The urban energy balance ipiised of the averaged energy
balance of (the parts of) the individual building facets e®ffects of surface morphology on the
energy balance of the individual building facets and thé&enirban energy balance is explicitly
incorporated in the formulation of the terms of the energhatee. This is the approach taken in

this thesis.

The final type of model (Figure 1.7(d)) also uses a genericairthe urban surface but allows
the unit to intersect several atmospheric model levels {dagtilli et al, 2002; Martilli, 2002).
The influence of the urban surface is then spread in the akiti@ more realistic way. Again the
influence of surface morphology is incorporated explicittyboth of the final cases the morpho-
logical properties of the surface used represent the agevhthese properties on a spatial scale
appropriate to the resolution of the mesoscale modelhes¢ighbourhood or city scales, so these

models cannot in practice capture the fine detail of the sarfa

Three issues apply to all of these models. Firstly, the fertitfluxes determine the coupling
of the surface and the boundary layer but their dependenseairfece morphology and boundary
layer stability is not well known or understood. Given thabshobservations are taken in the
atmosphere this is serious obstacle to the realistic \iidaf models of the urban energy balance.
Secondly, these models require a number of input parami@eyssurface heat capacities). It is
not known how many of these parameters relate to the obdergahntities on the ground. This
is especially important given the different scales on whioh surface properties vary and on

which these models are likely to be employed. Finally, fewhafse models have been run, and
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subsequently validated, in conjunction with boundary tayedels. Given the coupled nature of
the boundary layer and energy balance the sensitivity citineodels, to surface morphology for
instance, may differ when run in the coupled and surface sahses. This work addresses some

of these issues.

Thesis structure

This present study focusses on the influence of surface rolmg on the energy balance and

boundary layer of urban areas. The aims of this work are tfuiee

. To investigate the impacts of surface morphology on allgpafthe surface energy balance

and boundary layer.

. To determine which of the urban modifications to the locahelie can be attributed to the
combined effects of surface morphology and to suggest palyskplanations for those that

cannot, and finally

. to determine methods to incorporate surface morphologydpérational numerical weather

prediction models.

Two approaches are used to investigate these aims. Fas#yytic, experimental and process
based modelling is used to investigate the morphologicpedéence of the individual terms of
the urban energy balance. Secondly, numerical studiessakto assess the impact of the effects

of surface morphology on the boundary layer.

In more detail:

. Chapter 2 considers the impact of surface geometry on tHeaage of diffuse radiation in
the canopy layer. A simple model to calculate net radiative flensities is presented and

compared to commonly used alternatives.

. Chapter 3 considers the impact of surface morphology onutmulent fluxes of scalars
from an urban surface. Wind tunnel experiments and modgeHire used to highlight the

important physical processes governing the turbulenspart.

. Results from the previous chapters are used to formulatetzmenergy balance model in

Chapter 4. The urban energy balance is comprised of the-f@eedged energy balances
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for the four facets of an urban street canyon. This energgrizal model is then coupled to
a one dimensional boundary layer model, and numerical efuatie used to investigate the

full impacts of surface morphology on the urban energy ldand boundary layer.

. Chapter 5 considers the degree of complexity needed witlénutban energy balance
model. The urban energy balance model developed in Chaptec@mpared to two ap-

proximate models which could be implemented into operatiareather prediction models.

. Chapter 6 considers the importance of advection in deténgitme urban modifications to
the local climate. Numerical simulations incorporating tidvection of a boundary layer
from a rural site to an urban site are compared to previoustsasith a particular emphasis

on the maintenance of positive nocturnal sensible heatdluxe

. Chapter 7 summarises and discusses the results of the wabdivaas suggestions for future

work, noting areas of uncertainties.

. The two appendices give details of the methods used to eddctiie solar radiative forcing
in the thesis (Appendix A) and the turbulence closure metmsxet in the boundary layer

model in Chapters 4, 5 and 6 (Appendix B).

At all points the results of the work are related to obseoratiwithin urban areas and the impli-

cations for operational numerical weather prediction nfodee highlighted.



CHAPTER TWO

Radiative exchange in an urban street canyon

2.1 Introduction

The effect of surface morphology on the radiation balance ksy to understanding the energy
balance of an urban area. The associated reduction in nattadiative cooling is a principal
reason for urban-rural night time surface temperaturedifices (Oke, 1987; Olat al,, 1991).
However, quantitative evaluation of the radiation balaimcan urban area is complicated in three
main ways. Firstly, the heterogeneity of building size eotation and surface material proper-
ties makes the establishment of bulk properties such asissigity of the urban area difficult.
Secondly, geometry alters the magnitude of the incomingefitkrough a variety of processes.
Thirdly, (multiple) reflections of radiation may be an imtaort part of the radiation balance of an

urban area unlike that of a horizontal surface.

The urban street canyon (Nunez and Oke, 1977) is often usta gneric unit of the urban
surface within many surface energy balance models for uabeas (Arnfield, 1982; Johnsenhal.,
1991; Mills, 1993; Sakakibara, 1996; Arnfield and Grimmot898; Arnfield, 2000; Masson,
2000; Kusakeet al,, 2001). Even for a simple morphological construct such asutiban street
canyon there are differences in how the radiation balansebean calculated. The radiation
balance for the mid-points on each building facet can be fiteited and used as representative of
the building facets (Johnsaet al, 1991). This method has the advantage of ease of validation.
The average radiation balance for (parts of) the buildimgts (area averages) can be formulated
(Verseghy and Munro, 1989 a,b; Kobayashi and Takamura, ;19i@éson, 2000; Kusaket al.
2001) and used as representative of the total effect of tildity facets. This method better

conserves total energy. In both cases, a range of methodseddo calculate the radiative transfer.

Reflected radiation has been observed to lead to secondakg pethe net radiation received

18
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at the two walls of an urban canyon (Nunez and Oke, 1977). €Theg a variety of methods
used to calculate these reflections, and in the number ottieis considered, for both short-
wave and longwave radiation. Common methods include iggaail reflections (Noilhan, 1981,
Sakakibara, 1996) or considering only one reflection (Johes al., 1991; Kobayashi and Taka-
mura, 1994; Masson, 2000 - longwave part; Kusekal., 2001). More complex methods include
increasing the number of reflections considered until cayarece of the net radiation (Arnfield,
1982), solving the full geometric series (Verseghy and Mut&B89 a,b; Masson, 2000 - shortwave
radiation) or performing Monte Carlo simulations of thelpaf photons in the canyon (Aida and

Gotoh, 1982; Kobayashi and Takamura, 1994; Pawlak and fiaku2002).

Verseghy and Munro (1989 a,b) showed, for two cases, thd¢ctéyg canyon geometry, multi-
ple reflections, and additional physics such as the absorpimission and scattering of radiation
within the canyon and the non-isotropy of diffuse solar atidn could lead to appreciable errors
in the radiation terms for an urban street canyon. By comgakionte Carlo simulations and a
one reflection model, Kobayashi and Takamura (1994) shohatdhe effects of reflections were
more important at higher aspect ratios and lower emissasitPawlak and Fortuniak (2002) show
that Monte Carlo simulations and solving the full geometgdes give similar results for a specific
case. Johnsoet al. (1991) show that the error associated with ignoring two orameflections in
a closed system of isothermal surfaces with identical ewiti€s is 0.3% at an emissivity of 0.95.
However, a careful consideration of the errors resultiogfneglecting reflections of radiation for

a full range of cases is needed.

In summary, there exists a range of methods to calculate éheadiation of an urban area,
particularly those based on the urban street canyon, bid ihéittle knowledge of which approx-
imations are required across the wide range of surface aeasnencountered in an urban area.
In particular, how do these methods compare across a rangebafi geometries and material
properties? This knowledge is needed to determine whendafdhbbse methods is valid and what
complexity of solution is needed especially given the neekieep the numerical complexity of

surface energy balance models as low as possible.

Hence this chapter focusses on the exchange of diffuseti@diaithin an urban canyon to
establish when commonly used methods are valid. A genertbadds introduced for the full
solution of the exchange of diffuse radiation in a closedesyof surfaces, developed originally by
Sparrow and Cess (1970) and applied to an urban street cagyderseghy and Munro (1989 a,b)
and Pawlak and Fortuniak (2003). To isolate the effects fidations, the effects of absorption,
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emission and scattering of radiation by the canyon volumeaad hence the dependence of the
radiation balance on the full surface energy balance, areorsidered. For the purposes of this
chapter the solution calculated with the Sparrow and Cé&s&))Imethod is taken to be the ‘exact’
solution. Two commonly used approximations, no reflectiamg one only reflection of radiation,
are compared to this exact solution over a range of canyoechsptios and surface material
properties. Comparison of results obtained with the thre¢hods allows an assessment of the

applicability of the approximations.

2.2 Methodology

Sparrow and Cess (1970) have developed a method to find thgosoto the diffuse radiative

exchange between the facets of closed system of surfacesisding a non-absorbing medium.
This method is applied here to an urban street canyon whitdiken as the generic unit of the
urban surface. The radiative flux densities are assumed woif@m across each of the surfaces.
The emission and reflection of radiation is assumed to begdifland according to the surface
material emissivity and albedo. The medium between theasesfis assumed to be radiatively
non-absorbing. The exchange of longwave radiation andifhesel component of the shortwave
radiation within an urban street canyon can be calculatétyubkis method provided the facet-
averaged fluxes are considered. The direct component obtaeradiation cannot be calculated

using this method, but reflections of the direct componesotdr radiation can.

The absorption, emission and scattering of radiation bythean be significant even over the
moderately short distances within an urban canyon (Vegsagh Munro, 1989 a,b). A full radia-
tion model may be needed to account for these processeschdpser, however, concentrates on
the impact of reflections on the radiation balance so thesgepses are neglected here. Nakamura
and Oke (1988) and Voogt and Oke (1998) show that the surfawpdrature may not be uniform
across the individual facets of an urban street canyon. Merythe relative change in surface tem-
perature across a facet is small so that the facet averaguhgaaiation balance calculations can

be interchanged without imposing a large errer((.3% for a+5K variation across each facet).
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2.3 Exchange of diffuse radiation

2.3.1 Fundamentals of radiative exchange

Surface morphology affects the radiation balance by aljethe magnitude and source of the
radiative flux densities incident on each surface. The tffefcsurface morphology on the radiative
exchange between a closed system of surfaces surroundorgabsorbing medium are expressed

in terms of theshape factorgor the system of surfaces.

Figure 2.1: Schematic of the shape factor for an arbitrary pair of sedac

Let B; be the total facet-averaged diffuse radiative flux densitgyafrom a surface. Let
A,(j) denote the flux density of diffuse radiation onto surfaceiginating directly from surfacg.

These two flux densities are related by the shape faglgr,of the two surfaces, namely

Aijy = FijB;. (2.1)

Figure 2.1 shows a schematic for the configuration used foadtre shape factor between two
surfaces. The shape factor for an arbitrary pair of surfaeesbe derived (Sparrow and Cess,
1970) as

1 cos 3; cos 3; _ A
by = E—/ /T dA; d4;, (2.2)
i

where d4; and d4; are elemental parts of the (larger) surfacndj respectively and4; is the

area of surface. The line connecting the two elemental areas is of lengthith 3; and3; being
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the angles between this line and the normals to the surfadesumt d4; respectively. F; ; is a

function of the separation and relative orientation of thie surfaces and; only.

2.3.2 Shape factors for an urban canyon

The shape factors required when applying the Sparrow ansl (@8%0) method to an urban street
canyon are those between two equally sized, in-line, gEltines and between two perpendicular
planes sharing a common edge, as shown in Figure 2.2. Shapesféor the radiative exchange

between any two of the canyon surfaces can be derived frorofathese two generic types.

Figure 2.2: Schematic of the shape factors for the urban street cangdiwé parallel in-line planes; (b)
two perpendicular planes.

For the case of parallel planes (Figure 2.2(a)) and allowing: oo (the two dimensional

canyon case), Equation (2.2) yields (Sparrow and Cess,) 1970

1
Faa, = i[(l—FXQ)l/z—l}, (2.3)

whereX = a/ec.

For the case of two perpendicular planes (Figure 2.2(b))adlosving b — oo, Equation (2.2)
yields

1 1/2
F = —4+———-—[1+Xx? 2.4
A A2 s tox Tax X (2.4)

whereX = a/c.

Denoting the street, wall and ‘sky’ facets b¥, wl and sk respectively, the shape factors for the
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urban street canyon system are then determined from Eggg®o3) and (2.4) as

1
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Fstwl - (1 _Fstsk)a (27)

lest = lesk = (I_lewQ)- (28)

The shape factors for an urban street canyon vary widelyh®rmiarameters encountered in

real cities as shown in Figure 2.3. The radiative exchange'suburban canyon’s( /w. ~ 0.2)

real cities
T

canyon aspect ratio (he / we)

Figure 2.3: Shape factors for the urban street canyon.

is similar to that of a flat surfacef{; .; is near one and,,; ,,» and Fy;,,; are near zero) with

most of the exchange of diffuse radiation occuring betwiersky and street facets. The radiative
exchange of city-centre canyons.(w. > 1) occurs mostly between the two wall facets and
between the walls and street. This change in the radiatighamge is a main cause of the urban

modification of the radiation balance.

Shape factors can also be formulated for infinitesimal présmch facet (Johnson and Watson,
1984; Steyn and Lyons, 1985). These are also knowwieasfactors(e.g Oke, 1987). There

can be a large variation of viewfactor with position on eaatet (Steyn and Lyons, 1985). This
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highlights the need to use the facet averaged shape fagtdrea representative points within
energy balance calculations. The small relative variatiosurface temperature across each facet
implies that the combination of varying shape factor andaser temperature does not produce

large errors when the facet averaging and radiation baleaicelations are interchanges (%).

2.3.3 Exact solution

The exact solution to the exchange of diffuse radiation withclosed system of surfaces is cal-
culated by developing a system of equations for the totahtiad flux density away from each of
the surfaces (Sparrow and Cess, 1970). The exact methddsisdted here in the context of the
longwave radiation; the shortwave radiation is analogoitl (f — «;) replacinge; throughout;
heree; is the surface emissivityy; the surface albedo (full details in Sparrow and Cess (1970))
There are a range of radiative flux densities onithefacet; the emitted?;, total incoming,A;,

total outgoing,B;. and net();. These flux densities are related by

A; = ) Fi;Bj, (2.9)
J

B; = Qi+ (1—-¢g)A;, (2.10)

Q; = A, — B, (2.11)

The quantity of interest, namely the net component of théatiaeh for theith facet,Q);, in-

volves the total outgoing radiation from the other facets, all of theB;’s.

Here the Equations (2.9)-(2.11) are solved by expressiaig ih matrix form, namely

B, = Qi—F(l—&Z’)ZEij, (212)
J
Q; = ) TyB, (2.13)
J
Wherel“l-j = 6ij — (1 — 6i)ﬂj.

Since the matrix’;; always has an inversej;;, Equation (2.13) can be inverted to give the



CHAPTER 2: Radiative exchange in an urban street canyon 25

total outgoing radiative flux density, and hence the netatawi flux density, for each facet,

Bi = > iy, (2.14)
J

ZEij — QZ', if 62‘:1,
i (2.15)

(e:Bi — Q)/(1—¢&4), otherwise.

The matrixI" is inverted numerically for each value bf/w. ande;. Equation (2.15) can be

expressed in matrix form for ease of use as part of a surfamggbalance model.

2.3.4 Approximate solutions

Most previous studies have developed approximate sokitmiquations (2.9)-(2.11). Equations
(2.9) and (2.10) show that the net radiative flux density foadicular facet is an infinite geometric
series in(1 — ¢). Previous studies approximate this infinite series by tting after a finite
number of terms. Noilhan (1981) neglects all reflectionsprghs Kusakat al. (2001) retains
only one reflection. Ignoring all reflections (denot®d) is formally the approximation resulting
from ignoring all terms of orde(l — ¢) and higher. Retaining only one reflection (denofet)

is formally the approximation resulting from ignoring arins of order1 — ¢)? and higher. The

corresponding forms of Equation (2.15) after these appratibns have been made are

RV: Q) = &) FjQ -, (2.16)
J

Rl : Qzl = 62‘ZEJ' <QJ + (1 —€i)ZijQk> — ;. (217)
J k

2.3.5 Application to the urban street canyon

The application of the three methods to an urban street cargquires the specification of the
emitted flux densities and emissivities for each of the facétthe canyon system. The emitted
flux density from each of the canyon facets is calculatedguSitefan’s law (top line Equation

(2.18) below). The emissivity of the sky facet is one and thetted flux density for the sky
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facet is the downwelling longwave radiatidny. With these specifications, consider again the
approximate solutions given in Section 2.3.4. The emitted densities from the canyon facets
are of ordee and the downwelling longwave radiation is of order one. Eigna (2.16) and (2.17)
must then be adapted to keep the approximations consistgruviers ofs. To do this an extra
reflection of the downwelling radiation must be retained paned to the number of reflections
of the radiation emitted from the canyon facets. The comsisipproximate solutions for the net

radiation are then

gioT* for i = st,wl
Q;, = , (2.18)

L fori = sk

Q@ = &) Fj(Q+ 1 -e)Ful) - (2.19)
j

eix_Fi; @ — Qi+
Qi = ! . (2.20)
gy, Fij(l1—¢gj) <Zk: B (Q + (1 - €k)stkL¢)>
J

Note, obviously, all solutions agree when= 1 for all surfaces. Comparison of the three solu-

tions, namely Equations (2.15), (2.19) and (2.20), are shosxt.

2.4 Comparison of the exact solution with the approximation S

A comparison of results for the net longwave radiati@r, for each facet from an individual case
is now considered. The absolute values and differenceseeetthe three methods depend on
the case considered but the features highlighted are roBuosisider the particular case when the
emitted flux densities are prescribed by setting the facdaca temperatures at 295 K and the
downwelling longwave radiation is 275 WTA. These values are chosen to be realistic for mid-
latitude regions. Each of the canyon facets has the samesigityis Results are described for a

range of canyon aspect ratidg,/w., and emissivitiess.

2.4.1 Exact solution - longwave radiation

The net radiative flux density from the canyon facets givesasure of how the surface temper-

atures of the canyon facets would change for the case ceoedideigure 2.4 shows the weighted
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(by surface area) average of the net radiative flux densityhie three canyon facets calculated
using the exact solution. Note the tendency towards the dls¢ @s the canyon aspect ratio de-
creases, the tendency to zero net radiation whesn 0 and the decrease in the magnitude of the
net radiative flux density as the aspect ratio increases.tréheition between a net radiative flux
density which is close to that of a flat surface to that of a lyigbhnvoluted surface is rapid around
he/we. = 0.5 . This illustrates the large impact that surface geometsydmthe net radiative flux
density and thus the sensitivity to geometry of the radiabalance of the urban street canyon.

The range of emissivities for natural materials is 0.5 .
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Figure 2.4: Weighted by surface area average of the net longwave reglifitix density from the three
canyon facets using the exact solution - contours every 10 Wfnom -150 to -10 W n1?2 (light).
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Figure 2.5: Canyon top net radiative flux density normalised by the raiatave flux density of a horizontal
blackbody surface - contours every 0.1 from 0.1 (dark) tatl@e® 0.95 and 0.99 (light).
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The net radiative flux density across the top of the canyoesgar measure of theffective
emissivity of the canyon systenkffectivein this sense means the value the parameter would
have to take to give the same canyon top net radiative fluxityehthe underlying surface were
horizontal. Figure 2.5 shows the net radiative flux densitgaamyon top normalised by the net
radiative flux density of a horizontal blackbody surface @b K. An increase in canyon aspect
ratio increases the magnitude of the net radiative flux dem@siross the top of the canyon thus
increasing the radiation emitted to space. This increasgeirradiative flux density is due to
the larger surface area of the canyon; the net radiative #msitly of individual canyon facets is
reduced in magnitude compared to the flat case because tmingradiation is now partly from
the other canyon facets instead of the sky. These effectamfon geometry on the exchange
of diffuse radiation between the facets on an urban strestarawill be referred to as thghape

factor effectthroughout this work.

2.4.2 Approximate methods - longwave radiation

Figures 2.6 and 2.7 show the weighted average of the netikedilux density for the three canyon
facets for the same case but calculated usinghandR! methods respectively. Whén /w,. =

0 there is no radiative exchange between the surfaces; wher there is no radiation emitted
or absorbed and when= 1 there is no radiation reflected. In these three cases a# thethods
must be equivalent as seen in Figures 2.4, 2.6 and 2.7. Biifess between the methods occur as
the canyon aspect ratio increases and when the emissivibeafanyon facets takes intermediate

values.

Figures 2.6 and 2.7 show that the two approximations possessphysical feature as the
canyon aspect ratio increases. The exact solution showshhanagnitude of the weighted av-
erage net radiative flux density decreases monotonicaltigeasanyon aspect ratio increases or
decreases. In contrast the approximations show minimavasies and do not tend to zero for
all £ as the canyon aspect ratio increases. This shows that iefiegilay an important role in
the exchange of diffuse radiation when the aspect ratiecasas or the surface material becomes
grey-body.

The minima always occur in these approximations. For instatneR? approximation has the
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Figure 2.6: Weighted by surface area average of the net longwave raelfaiix density for the three canyon
facets using th&k° approximation - contours every 10 Wrhfrom -150 — -10 W n7?2 (light). Locus of
minima marked by dashed line.

following form for the net radiative flux density of the sttdacet,Q?,,
Qgt = ertskLl + 5(1 - Fstsk)50T4 + 25Fstwlel sk(l - e)Ll - €JT4' (221)

The four terms represent the directly absorbed downweliatjation, the directly absorbed
radiation which was emitted by the walls, the absorbed dosllivg radiation that has undergone
one reflection (off either wall) and the emitted longwaveiatidn. The third term is the term

included for a consistent approximationsn

Differentiation of Equation (2.21) shows that there is aimumm in the net radiative flux den-
sity for the street whea = £, . The value of the net radiative flux density for the streehglo

stm*

this locus is given by)?, = where,

stm
60 _ [Fst sk T 2F i sk] Ll —oT* (2 22)
S 2 [2F s Bt sk Ly — (1 — Fiyp )0 T4
2
o _ ([Pask+2FauwFus] Ly — oT?) (2.23)

st 4 [2Fstwlel skLl - (1 - th Sk)O'T4] '

— o0 ashe/w. — 0 andel,, — 1 ash./w. — oo with a

stm

The locus has limits of?

stm

stm

corresponding limit ofQ%, — —io—T4 ashe/w. — oo. The net radiative flux density on this
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Figure 2.7: Weighted by surface area average of the net longwave raelfaiix density for the three canyon
facets using th&® ' approximation - contours every 10 Wrhfrom -150 to -10 W nt? (light). Locus of
minima marked by dashed line; locus of maxima marked by ddittie (real-only parts shown).

locus is incorrect as the canyon aspect ratio increasesin€hision of the additional term to keep

a consistent cutoff is does not affect this result qualitatively.

Similar analysis of the net radiative flux density for the l&al)? ;, shows a similar locus of
minima. The net radiative flux density for the wall facets bis ocus is the same as that of the
street facet on the locug,,,, whenh,/w. — oco. As the canyon aspect ratio becomes small the
limits on the locus are®, — 1and@®, — %(L, —oT*) which is correct. The weighted
average net radiative flux density for the three canyon $awdlt therefore also always have a
locus of minima, as is shown in Figure 2.6. The locus marksriivéma when varying, i.e. it
will cross contours of the net radiative longwave flux dgnsihen these contours are parallel to

thee axis.

The minimum for theR!' method affects a smaller range of canyon aspect ratios hiaaotthe
R° method. The cubic nature of the expressions@gr andQ?, resists similar simple analysis

(Abaramowitz and Stegun, 1973) but gives loci of minima arakima as shown in Figure 2.7.

2.4.3 Errors of the approximate solutions

Figures 2.8 and 2.9 show the relative error of fh&andR! methods, respectively, compared
to the exact solution. The relative error is chosen as thissome of the error is not particular to

the case considered here. The approximate methods alwesestimate the magnitude of the net
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radiative flux and can be an order of magnitude incorrect. tygacal emissivities, e.ge = 0.9,
the R method can be 10% or more incorrect, fRé method 5% or more incorrect. As expected

the R! method is the better approximation for all canyon aspeiisa@nd emissivities.
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Figure 2.8: Relative error of the weighted average of net radiative flemgity using thék® approximation
- contours at 0.01 (dark), 0.05, every 0.1 from 0.1-1.0 themel.0.
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Figure 2.9: Relative error of the weighted average of net radiative flemsity using thék! approximation
- contours at 0.01 (dark), 0.05, every 0.1 from 0.1-1.0 thveemyel.0.

The errors of the approximations are very sensitive to theeriz emissivity in the range of
realistic emissivities (e.g. 0.7 — 0.9 for concrete0.95 for asphalt, Oke (1987)). For instance,
the relative error of thék" method at a canyon aspect ratio /of/w. = 1 ande = 0.95 is

20%. A small uncertainty in the emissivity of the materiabperty,e = 0.95 + 0.02, leads to
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a range of relative errors of 10-30%. A small uncertaintyhim surface material emissivity can
therefore have an unphysically large impact on the accushdke net radiation calculations if

these approximations are used.

The loci of minima from the two methods give natural condisdor when the approximations
can be considered to be valid. Regionsipfw,. — ¢ space which show these unphysical features
are where the approximate methods deviate significantiy tfee exact solution. Although these
are case dependent, broad conclusions are thaRthenethod should not be used for canyon
aspect ratios greater than 0.3, tRé method should not be used for canyon aspect ratios greater
than 0.8. Additionally the dependence of the relative eafothe two methods on the material
emissivity suggests that these thresholds should be lowehen considering materials with a

low emissivity. For full applicability only the exact soiah is valid.

Allowing the emissivity of the different facets to vary froeach other does not qualitatively
change these relative error patterns. The approximationsntie to perform well for high emis-
sivities and low canyon aspect ratios. For lower emissisitind higher aspect ratios the relative
error of each approximation is close to but greater than ¢tegive error of the approximation
when applied to the same street canyon but with all the fdwetisig the emissivity of the surface

with the highest emissivity.

2.4.4 Shortwave radiation

The method of Sparrow and Cess (1970) assumes the flux @snsitieach surface are uniform.
Hence this method is not applicable to the direct componétieosolar radiation because the
direct component experiences shadowing and thereforeuhddhsities on each facet are not uni-
form. Instead, standard solar geometry schemes (e.g. @ekZED97) and a shadowing scheme
(e.g. Swaid, 1993; Sakakibara, 1996) can be used to cactilatfacet-averaged direct solar ra-
diative flux densities as described in Appendix A. When suebngetric effects are considered,
the flux densities depend on time, location and canyon atiemt, and so do the relative errors in
neglecting reflections (Verseghy and Munro, 1989a). TharBwaand Cess method can be ap-
plied however to the diffuse component of the incoming shave radiation and to any diffusely
reflected solar radiation. A similar method to that illustichhere has been used successfully to
predict the time variation of the effective albedo of an urbeet canyon (Pawlak and Fortuniak,

2003).
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Figure 2.10: Relative error of the weighted average of solar radiativediensity using th&k" approxima-
tion - contours at every 0.01 (dark) until 0.1 then every 0.05

As an example of the effects of neglecting multiple refleddiof solar radiation consider the
relative errors of thé&ky and’R, approximations as the canyon orientation is varied for aifipe
case, as shown in Figures 2.10 and 2.11. The direct compoh#m solar radiative flux density
is calculated as in Appendix A. The Sparrow and Cess methadphed to calculate the effects
of multiple reflections of solar radiation. In this case theitted’ flux densities from the canyon
facets are the reflected portion of the facet-averagedtdinegative flux density, the emitted flux
from the ‘sky’ facet is the usual diffuse solar radiation. eT¢ase considered is midday on the
spring equinox at 60N for a canyon of aspect ratil. /w. = 1.0 with a surface material albedo

of « =0.3.
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Figure 2.11: Relative error of the weighted average of solar radiativedlensity using th&k! approxima-
tion - contours at every 0.01 (dark) until 0.08.
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With both methods the relative error is dependent on thentain of the canyon. Both ap-
proximate methods perform worse for east-west orientaagians than for north-south orientated
canyons. This is due to the asymmetry of the direct forcinghentwo walls present at this time.
Comparing the two figures shows that most of the inaccuradyésto the first reflection of ra-
diation. The error due to variation of the canyon orientatiemains a second order effect with
the canyon aspect ratio and surface material albedo beingaiminant parameters controlling the

accuracy of the two approximate methods.

The same conclusions on the validity of the different appnations remains, with the condi-
tions on the material emissivity,being replaced by equivalent conditions on the materiadub
«. The increased magnitude of the solar radiation (of typicagnitude 0 to 2000 W i), com-
pared to the net longwave radiation (of typical magnitud@0-f -50 W n12), would suggest
that a more accurate solution is required for the solar tiadiaand therefore the exact solution is
needed. Most natural materials have emissivities that lase ¢o one but albedos have a much
greater natural range, for instance 0.2-0.4 for brick 060006 for glass (Oke, 1987). Reflec-
tions are therefore more likely to be important for the salamponent of the radiation balance

particularly as the canyon aspect ratio increases.

For example, consider a north-south orientated brick carfyo= 0.9, o = 0.3) of aspect
ratio 1.0 at 50N on the spring equinox. The relative error in the total salamponent of the
zero reflections approximation is found to be 18%, that ofdve reflection approximation 2.5%.
This compares with the relative errors of the longwave tamiacomponent, namely 30% for
the zero reflections approximation and 3% for the one refieciipproximation. However, the
absolute errors for the solar component can be larger thueme thf the longwave component given
a reasonable solar forcing. Reflections are therefore rilaly ko become important for the solar
component of the radiation balance in an absolute sensetbaagh the relative error may be

smaller due to the direct component of the solar radiation.
The urban street canyon absorbs more solar radiation, ilogvéine effective albedo of the

system as a whole, but the increase in surface area meanbeteaterage flux density onto the

three canyon facets is smaller than that of a horizontahsarbf the same material.
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2.5 Summary and conclusions

The radiative exchange in an urban canyon has been inviestigasuming that the radiative flux
densities are uniform along each of the facets and thattrawlis emitted and reflected diffusely.
A method of calculating the exact solution to the net baldocé¢he different facets of the urban
canyon has been implemented and compared to two commordyapgeoximations. In practice
this method requires the calculation and inversion of th&ima for each canyon aspect ratio and
material property considered. The coefficients in this imatre then fixed; hence this method is
simple to execute numerically. The exact solution varigsificantly from the two approximations
considered, and is therefore needed for accuracy, if tleglalbf the surface material is greater than
0.2 or the emissivity is less than 0.8. Some building matehave emissivities or albedos which
would imply the need to use the exact solution, e.g. conerete 0.7—0.9 and brickn =~ 0.2—
0.4. The need for the more complicated approach becomes eritical as the canyon aspect
ratio increases. Errors from the approximate methods cdarpe (an order of magnitude) and
vary rapidly across the range of emissivities and albedosnoonly encountered from building
materials. Uncertainty in the material properties can thave an unphysically large impact on
the accuracy of the net radiative flux density calculatedmthese approximations are used. This
method has been validated against field measurements obldreradiation over a scaled model

of an urban street canyon (Pawlak and Fortuniak, 2003).

The exact solution is taken from a generic method and so cageberalised to alternative
building configurations. For different geometries the shfgetors between each pair of surfaces
need to be calculated. The effect of multiple reflectionshentachieved by inverting matrix
equations analogous to Equations (2.12) and (2.13). Siadlaptation of the other two methods to
other building configurations would make them comparabt®mimplexity and hence the increased

accuracy gained would favour using the exact solution.

The radiation balance in an urban setting is highly compléltiple reflections are shown
here to play an important role; Verseghy and Munro (1989 afipw, for a particular case, that
the errors associated with the neglect of absorption, éonisend scattering of radiation by the
air in the canyon volume can be of a similar magnitude to thatkeglecting multiple reflections.
Given the large errors identified here when neglecting pleltieflections, it seems likely that both
effects need to be incorporated into the radiation compionieany surface energy balance model

of an urban area. Urban energy balance models based on @restrbet canyon need to consider
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at least one reflection of radiation and multiple reflectiaresdesirable for full applicability.

The surface morphology has two principal effects on theatamt balance of an urban area.
Firstly, the increase in surface area acts to decrease #ragesradiative flux densities which
would reduce the temperature variation at the surface. &Haction in temperature variation
observed may not be as large as expected given the changedudtage flux densities due to the
asymmetry of the solar forcing resulting from shadowingcd@elly, surface geometry allows the
radiation balances of different surfaces to interact. Rstiaince, reflected radiation can form a large
part of the incoming radiative flux density of a surface. Téfiect means that the urban surface
as a whole absorbs from and emits more radiation to the amgrgtmosphere than a flat surface
of equivalent material properties. This is despite the cédn in the flux densities at the surface.
It is this balance between the increase in surface area &utsebdf surface geometry which must

be preserved when incorporating urban areas into numevieather prediction models.



CHAPTER THREE

Turbulent exchange in an urban street canyon

3.1 Introduction

The turbulent fluxes of heat, moisture and momentum play ad&leyin determining the energy
balance of any surface, and therefore in determining tHaceitemperature and the vertical pro-
files of the wind and temperature in the boundary layer. Tlieilbg configuration of urban areas

is known to affect the radiative component of the energyrmaaArnfield, 2003) and the turbu-
lent flux of momentum (Raupad# al., 1980; Grimmond and Oke, 1999b). The sensible heat flux
from an urban area varies more spatially than the net radifitix does over an urban area (Schmid
etal, 1991) and depends on the surface type and usage (Grimmdrkan 2002; Christeat al.,,
2003). How this variation relates to differences in the dinij configuration remains unknown.
This knowledge is needed for studies of the near-surfacanualr quality and the formulation of

the sensible and latent heat fluxes in surface energy batandels of urban areas.

The sensible heat flux is a key term in the surface energy teldoth the surface and bound-
ary layer temperature is determined, in part, by the semsibht flux. In particular, the evolution
and depth of the boundary layer is intimately linked to thesi@de heat flux and its relation to the
latent heat flux (Raupach, 2001). The potential for feedtimetlveen the surface energy balance
and the boundary layer (e.g. Brubaker and Entekhabi, 19#%)Iimplies that accuracy is needed
when calculating this term of the urban energy balance withimerical weather prediction mod-

els.

There are a range of existing models for the turbulent fluses urban areas, primarily as part
of models of the surface energy balance. Grimmeinal. (1991) and Grimmond and Oke (1999a)
present an urban surface energy balance model in which theffenergy into the building fabric

and then the turbulent fluxes are related to the evolutiohefriet radiation. Any influence of

37
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the surface morphology on the turbulent fluxes is dealt witipieically by training the model

with observations to each location. Best (1998b, 1999)staksimilar approach by modifying the
ground heat flux and allowing the turbulent fluxes to adjusbatingly. What these approaches
lack is treatment of how urban morphology affects the plalgicocesses governing the turbulent

fluxes.

Many models of the atmospheric processes in an urban ardaaaesl on a generic unit of
an urban area. One such generic unit is the urban street cdhymez and Oke, 1977). This
generic unit is used as the basis of many energy balance shfutalrban areas (Johnsenal.,
1991; Mills, 1993; Sakakibara, 1996; Arnfield and Grimmab@98; Masson, 2000; Kusakaal.,
2001; Martilli et al, 2002). Urban street canyon models parameterise the ambekchange
of heat from the canyon facets to the air above the canyon. p@hemeterisation is commonly
empirical (Kusakeet al, 2001) or based on the turbulent transfer from a horizonshlrbugh
surface (Massost al., 2002). Most models formulate the fluxes in terms of the wipmeksl within
the street canyon. A range of methods are employed to pagaseethis wind speed. These
include invoking results from the studies of the flow throwgigetation canopies (Masson, 2000),
invoking continuity (Mills, 1993) and determining the \egl profile of the wind through the
accumulated effects of drag from a series of street canydasti(li et al., 2002). In all cases,
the parameterisation of the turbulent flux from the indietfacets and the flux from the entire

canyon unit need to be validated.

The flow (Oke, 1988; Bailet al., 2000) and turbulence (Johnson and Hunter, 1995) within an
urban street canyon varies with canyon geometry. The tenbdlux of a scalar from the facets
of an urban street canyon is therefore expected to be infhakebg canyon geometry. Barlow and
Belcher (2002) develop a wind tunnel method for measuriedfdlset-averaged flux of a passive
scalar in a neutral atmosphere from the street facet of desimgan street canyon. Barlost al.
(2004) used this method to measure the facet-averaged @ioxdach of the facets of a series of
urban street canyons. Narita (2003) measured the flux oflardtam the facets of a range of
urban canonical geometries using a similar method to Badod Belcher (2002). All of these
measurements showed a dependence of the fluxes on canyoatgemtuding a non-monotonic
variation of the flux from the street facet as the canyon aspgio is increased. The purpose of
this chapter is to develop a quantitative model for the tieriflux of a scalar from an urban street
canyon that explains the dependence of the fluxes on the ggoafehe street canyon that was

observed by Barlovet al. (2004).
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This chapter therefore focusses on the geometric depead#rtarbulent exchange from an
urban street canyon and the physical processes respofwilités dependence. The urban area
is represented by a series of urban street canyons orieatethlty to the wind. Consideration is
focussed on the case of forced convection. A model for thetfageraged fluxes from each facet
of an urban street canyon in neutral conditions is presdoteglrange of canyon geometries. The
model is developed from ideas on the turbulent transfersacdeveloping boundary layers (Sec-
tion 3.2) and ideas on the geometric dependence of the floinngind above the street canyon
(Sections 3.4 and 3.5). A comparison between the model gireas and wind tunnel measure-
ments of Barlowet al. (2004) then allows an assessment of which physical prosekstermine

the geometric dependence of the turbulent flux of a scalan fro urban surface.

3.2 The bulk aerodynamic formulation for surface fluxes

The time- and spatially- averaged flux density of a scalap@nty X in the inertial sub-layerF’, ,

is given by

F, = (W'X'), (3.2)

where the primes indicate the instantaneous departure thenrmean value oX, the over-bar
denotes a time average and the angle brackets a spatiagavelfathe flux of X is mediated
entirely by turbulence, dimensional analysis shows thatflilx is proportional to the difference
of the mean valueX takes at the surface and at some height above that surfatipliadiby a
transport velocity. This approach of relating the fluxXfto the mean values oX is the bulk
aerodynamic formulation (Garratt, 1992). Denoting theaaaeeraged value oX at the surface
by (X,) and at any height, in the inertial sub-layer{X), the flux density ofX at the surface,
F,, is then given by

FX = Wy (<X5> - <X>) = M? (3-2)

wherew, is the transfer velocity for property and its reciprocatl;, , is the resistance to transport.

For a neutrally stratified rough-wall boundary layer with@eisplacement height that is in

equilibrium with the underlying surface, the mean vertioaid profile, (a(z)), and mean vertical
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profile of X, (X(z)), vary as

_ o Us z
(u(z))y = - In <Z0m> , (3.3)
_ _ X, z
(X(2)—(Xs) = —1In <—> , (3.4)
K Zox
whereu, = (7/p)'/? is the friction velocity, X, = —F, /u. is a scaling forX’,  is the von

Karméan constant angd,,, andz,, are the roughness lengths for momentum and prop€rtg-

spectively. The resistance to the transporiotherefore takes the form

ro(z) = In (ZZ >ln (f) /ﬂ2<ﬂ(z)>. (3.5)

Within the inertial sub-layer of the atmospheric boundayek the area-averaged flux density
is uniform with height and therefore takes the same valud teasurface. Using Equation (3.5)
at two heightsz; < z,, within the inertial sub-layer, the flux density &f at the surface can be

related to the mean vertical profile &f by

(X(21)) = (X(22))

B =gy (1K) — (X(m2)) = 2=

(3.6)

Using Equations (3.3), (3.4) and (3.6) the resistance tuspart between the two atmospheric
levels,r, ., = r,(z2) —r(21), can be expressed as
A(X)

TyA = X (3.7)

In a boundary layer where the mean vertical profiles of alpprties can be described by Equation
(3.4), as determined by the relevant roughness lengthstakes the same value regardless of the

property considered.

A boundary layer undergoing an adjustment to new surfagegpties forms an internal bound-

ary layer. The profile ofX in such a region can be considered to form three sub-layene T
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inner-most layer is in full equilibrium with the underlyirgurface, the outer-most layer remains
unaffected by the change in surface properties with the lmitdyer blending the two profiles
together. The depth of the internal boundary and inner fayelate to the distance downstream
from the change in surface properties; the inner layer isrta& grow linearly with distance from
the surface change. The turbulent transport from the sitfaa height in the outer layer depends
on both the resistance to transport off the surfage and the resistance to transport across the
internal boundary layer; 5, as shown schematically in Figure 3.1. If the wind speed igththe

in the inner layer is knowry;; is given by Equation (3.5). The resistance to transpgris given

by Equation (3.7) where now, andX, are the local scaling terms. These local scaling terms are
approximated by those of the outer layer as transport is ila@d by the larger eddies which will

have this characteristic scaling.

2
outer layer
M
blending layer 7 La X
,’I .- ’ inner layer I‘l

Zomi +—=X Z om2

Figure 3.1: Schematic of the resistance network across a developiegqaitboundary layer.

In an adjusting boundary layer it is not immediately obvithet Equation (3.7) takes the same
value for all propertiesy. In fact, assuming Equation (3.7) holds for the transporhomentum,
the resistance to transport of propeftydepends on the rat'rg{A/ruA - when considering heat
this ratio is the turbulent Prandtl number. For small scaifbulence and turbulence in a free shear
layer the turbulent Prandtl number is approximately 1 (Bdas and Lumley, 1997, pp. 51). It
follows that the resistance to transport of heat (tempegatacross a free shear layer is given by

., = Au/u2, where the friction velocity is that of the outer layer.

3.3 The naphthalene sublimation technique for scalar fluxes

Quantifying the facet-averaged scalar flux from a canyoatfeccomplicated in three main ways.
Firstly flux measurements need careful interpretation.nBwedern measurement technigues can

requirea priori information which may not be known. For instance scintili&ing, which can mea-
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sure the sensible heat flux, requires knowledge of the dispiant height of the surface (Salmond
et al,, 2003). Secondly, the source area for the observations mewstcounted for (Schmit al.,
1991) and therefore isolating the flux due to one facet froenftii flux is impossible. Finally,
in full scale observations the boundary layer, particyl#d stability, plays a role in determining
the scalar flux (Dyer, 1967). Control over these conditiangripossible and knowledge of all

necessary variables is rare.

Wind tunnel studies of the flow and turbulence over a rougfasarprovide a controlled envi-
ronment to quantitatively assess the influence of surfaaphetogy on the boundary layer. Wind
tunnel studies, however, cannot be truly representativieilbEcale studies; for instance varia-
tion in the direction of the mean wind with height or time cahbe simulated, and care must
be taken to maintain a high enough Reynolds number. The imaleine sublimation technigue is
a wind-tunnel based technique to quantify the flux of a sciatan a complex surface. By us-
ing mass transfer as an analogy for scalar transfer, thimigge has been used to quantify the
facet-averaged flux from the different facets of an urbagesttanyon and the dependence of these
fluxes on canyon geometry by Barlow and Belcher (2002) andb®aet al. (2004). A similar
method using water vapour as a tracer has been used by N20@3)(to quantify the flux of a

scalar from the facets of a range of urban geometries.

In the naphthalene sublimation technique, the sc&lan Section 3.2 is represented by naph-
thalene vapour. The air immediately adjacent to any surtaa¢ed with solid naphthalene satu-
rates with naphthalene vapour at a concentratifi) determined by the saturation vapour pres-
sure for naphthalene. This layer of saturated naphthalapew is maintained even in high flow
speed conditions. Synchronous measurements of the aterasphessure and surface tempera-
ture allow the calculation of the surface naphthalene vapouacentration (Barlow and Belcher,
2002; C.R.C., 1993). The background concentration of rebée vapour((X) in Equation
(3.2)) can be assumed to be negligible (Barlow and Belcl22 Measuring the change in mass
due to loss of naphthalengs, from a surface of ared over a period of time allows the transfer

velocity w, to be quantified from

i (Xs) (3.8)

Measurements are performed over a range of wind speeds apdncgeometries to accurately
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Figure 3.2: Schematic side view of the experimental arrangement us#éteilarlowet al. (2004) ex-
periment showing the positions of the boundary layer gameydence, Legd? upstream roughness and
street canyons (after Barlogt al, 2004).7, andT,, are measurements of the street and facet temperatures
respectively.

determine the transfer velocity for the flux from each fangtrms of the background wind speed

and canyon geometry.

Figure 3.2 shows the experimental set-up used. The obgarsathown were taken from the
eighth in a series of street canyons where the fluxes wereausé have adjusted to the new
surface characteristics (Barlast al., 2004). The range of wind speeds used was from 4 his
13 ms'!. These wind speeds are sufficiently high that viscous efféatnot alter the flow, turbu-
lence or fluxes (Ueharet al, 2003). Experiments were run for thirty or forty minutespdeding
on the geometry, to reduce sampling error. The canyon gepmetd is square bar roughness with
the canyon aspect ratio varied by altering the separatiohedbars. For this geometry, the planar

areaindexj),, and frontal area indexs, introduced in Section 1.1 are given by = Ay = h. /7.

3.4 Flow patterns in an urban street canyon

The sensible heat flux from an urban area is studied here lsidsying the scalar flux from a

two dimensional street canyon. The scalar flux from the udieget canyon is modelled here by
considering the facet-averaged scalar flux from each ¢aestifacet. This is done by constructing
a network of resistances to the transport of the scalar legtlee constituent canyon facets and
the air in the inertial sub-layer (Garratt, 1992). The flovitgans within the urban street canyon

are considered now in order to develop the resistance nletwor

The flow within the urban street canyon can be decomposedvmaegions, see Figure 3.3.
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Firstly, arecirculation regionforms in the near wake of each building. Secondly, when trezst

is sufficiently wide, there is gentilated regiordownstream of the recirculation region. The dif-

ferent flow characteristics in these two regions mean thafltixes from these two regions scale

differently. In addition, the partitioning of the flow intbé two regions depends on geometry, as
shown in Figure 3.3. Hence the model for the turbulent fluxsdaar from an urban street canyon

developed here is based on a parameterisation of the flolese two regions. Figure 3.4 shows

the dimensions of the two regions together with the nomémeaused.

c)

Figure 3.3: Schematic of the streamlines in the three flow regimesL{ayx w. isolated roughness flow
regime; (b)L,/2 < w. < L, wake interference flow regime; (). < L,./2 skimming flow regime (flow
regimes after Oke, 1987).

The recirculation region is taken here to have a trapezoidaks section (Hertel and Berkowicz,
1989). Measurements show that the maximum length of thectdation region across all canyon
morphologies,L,., scales on the height of the building. The value of the rétigh. depends
somewhat on the turbulence levels in the boundary layereabod the shape of the buildings and

roof. Oke (1987) suggesfs./h. ~ 2—3; Castro and Robins (1977) suggést/h. ~ 2 for cubes;
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Figure 3.4: Schematic cross-section of an urban street canyon togetttecharacteristic dimensions of
the recirculation region.

Okamotoet al. (1993) suggesL, /h. =~ 3.5 for the two dimensional geometry considered here.

Here the length of the recirculation region is taken ta’be= 3h..

Oke (1987) describes how three flow regimes arise as the naspect ratio is varied. Figure
3.3 shows schematically how the division of the street canfyow varies with geometry and
hence how the flow regimes can be related to the length schthe two flow regions. For wide
street canyons[,, < w,, So thath./w. < 1/3, the recirculation region does not impinge on
the downstream building (Figure 3.3(a)). This is the issdaiow regime of Oke (1987). For
intermediate street canyonk, /2 < w, < L,, so thatl/3 < h./w. < 2/3, the recirculation
region begins to impinge on the downstream building (Fi@u8€b)). This is the wake interference
flow regime of Oke (1987). For narrow street canyoms,< L, /2, so thath./w. > 2/3, the
entire canyon canyon volume is occupied by the recirculategime (Figure 3.3(c)). This is the

skimming flow regime of Oke (1987).

Within the ventilated region, when it exists, high speedfi@m above roof level is brought
down to street level. An internal boundary layer then dgyelalong the street surface, the vertical

profile of the wind adjusts to a log-layer in equilibrium witie underlying street surface.

The flow within the recirculation region is driven by the intgttent injection of a high mo-
mentum jet associated with the shear layer that is shed ®ffipistream roof. This jet decelerates
as it progresses around the recirculation region due torttraiement of slower moving air and
due to drag of solid boundaries in a similar way to a roughrdawy wall jet (Townsend, 1976).
This picture is supported by observations. Loekal.(2000) show that the mean vertical velocity
at the top of a narrow street canyon is negative in a narroi@matext to the downstream wall. The
compensating region of positive vertical velocities adjgdo the upstream wall was broader and

weaker than the region of negative vertical velocities. rikir pattern of mean vertical velocities
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at canyon mid-height was found by Catenal. (2003) in observations of street canyon flow in a
water flume. Browret al. (2000) show that turbulent intensity varies monotonicaltyoss a street
canyon with low values adjacent to the upstream wall and Wédes adjacent to the downstream
walls. Finally, Barlowet al. (2004) showed that the facet averaged turbulent flux fronddven-
stream wall facet of an urban canyon was, on average, a fat@2 higher than that from the
upstream wall facet. All features are consistent with a ldeagng wall jet. The strength of the
flow within the recirculation region therefore depends am plath length of the jet which in turn
depends on the dimensions of the recirculation region. & heguments explain why wind speeds
decrease as the jet circulates from the downstream wakkathe street, and then up the upstream

wall.

At high canyon aspect ratios, the jet may not reach the stnedace. Numerical simula-
tions suggest that weak counter-rotating vortices may ttien in the lowest portion of the street
canyon (e.g. Sinet al, 1996; Baiket al, 2000). Hence the wind speeds, and turbulent fluxes,
deep in the canyon will be reduced in this flow regime. Theot$fef these complex processes on
the surface fluxes are modelled here by increasing the datele of the jet at these high canyon

aspect ratios.

3.5 Resistance network for an urban street canyon

The previous section described a partitioning of the cargiorflow into recirculating air and
ventilated air. This partitioning leads to three pathwayglffie turbulent transport from the surface
to the boundary layer above. These pathways are, firstly) fhe wall and street surfaces within
the recirculation region to the recirculating air and théaftasecondly, from the wall and street
surface within the ventilation region to the ventilatedaid then aloft, and finally, from the roof
facet to the air aloft. The ventilated air and recirculatiaiigare each assumed to be independently
well mixed and so scalaX takes a single, but different, value within each of thesediwgolumes
(Nakamura and Oke, 1988). Figure 3.5 shows the resistarteerkethat is used to represent

transport from the facets of an urban surface to the inestibllayer along these three pathways.

Flux balances may now be formed for each of the pathways llagvi Let F; denote the flux
per unit area of scalaX across théth resistor in Figure 3.5. The flux from the upstream wall and

the portion of the street that lies in the recirculation oeginto the recirculating air (denoted point
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Figure 3.5: The resistance network for (a) a wide canyon, when thereiatiact recirculation and ventila-
tion regions, and (b) a narrow canyon, when there is only iacn@ation region. The resistance network for
the wake interference regime is the linear interpolatiomben these two networks.

B in Figure 3.5) equals the flux out of the recirculation regioto the boundary layer aloft, i.e.

L
heFs 4+ min [L,, we] Fy = min [é,we} . (3.9)

Similarly, the flux from the downwind wall and the portion diet street that lies in the ventilated
region to the ventilated air (which is denoted point C in F&g3.5) equals the flux from the

ventilation region to the boundary layer aloft, i.e.
. .| L
heFs + (we — min [L,., w,]) Fg = <we — min [?, we]> F. (3.10)

The total flux density across the top of the street cany@nwhich can be written in terms of a

transfer velocityw,, i.e. F, = w.A XL, is then given by,

_ L L
Wew AX, = <we — min [é,w%) F7 + min [é,we] F5. (3.11)
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Similarly the flux density from the roofs, = w, AX,., is given by
(Te - we) erXr = (Te - we) F = (Te - we)Fl- (3.12)
Finally the total flux density from the street canydn,= w,A Xy, is given by

_ L L
rewtAXy = roFy = (re — we)Fy + min [é,we] Fs + <we — min {é,w%) Fr. (3.13)

The use of the minima af,. andW or L,./2 andWW in Equations (3.9)—(3.13) arises as the dimen-
sions of the recirculating region cannot exceed those ofdingon cavity itself A X in Equations

(3.11)—(3.13) represents the difference between the Véltakes at the surface, averaged over the
surface area of the individual facets concerned, and theevéaltakes at the atmospheric reference
level, z9. This formulation shows how the valué takes at one facet can influence the flux from

the other facets by changing the valueXofat the intermediate points A, B and C.

The values of the resistances in the network shown in Fig&réa8 into either of two generic
types. The resistance to transport from each facet to teenigdiate points A, B or C in the
figure is determined by that across the internal boundargréathat develop along each facet.
The resistance to transport between the intermediatespAirB or C and the reference height
represents the resistance to transport across a free algear$ection 3.2 developed the formulae
for the resistance to transport across an internal bouridgey (Equation (3.5)) and across a free

shear layer (Equation (3.7)).

Section 3.2 formulates each of the resistances to transpteétms of the local wind speeds.
Therefore all that remains is the specification of wind speedparameterise each of the fluxes
F; in Equations (3.9)—(3.13). Figure 3.6 shows the locatiod momenclature used for these
representative winds. The geometric dependence of thenfpwind speed(u(z2)) and these

representative wind speeds is considered next.

3.5.1 Wind profile in the inertial sub-layer

The vertical profile of the wind in the inertial sub-layer d¢fetatmospheric boundary layer is

characterised by a roughness length and displacementtteigthe underlying urban surface,
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Figure 3.6: Schematic of the representative winds and their positions.

namely

T> , (3.14)

wherex is the von Karman constant taking a value of 0.4 ape= (7/p)'/? is the friction velocity.
The dependence of the flow in the inertial sub-layer on theacheristics of the urban area can
be represented bylaulk or effective roughness length,,., andeffective displacement heiglat,
(Grimmond and Oke, 1999a). Macdonatal. (1998) calculate the vertically integrated drag on
an array of cubes and deduce analytical forms for the rougghleagth and displacement height
as functions of the morphological characteristics of thi#ase. These expressions have many of
the observed features of urban roughness lengths and aispdat heights (Grimmond and Oke,
1999a). These functions are used here with the morphologfieaacteristics appropriate for two

dimensional street canyons, namely

S8

h_T - 1_ %A—(l—we/m, (3.15)

d C d he we 172
LeT = (1—h—:> GXP{— <I~€_§ <1—h—:> U)_er_e> }7 (316)

whereC, ~ 1.2 is the drag coefficient relating to the mean wind at canyoratoghA ~ 4.43 is

N

>

an empirical constant whose value depends on the buildymuta

Figure 3.7 shows the effective roughness length and efedisplacement height, normalized
by the building height, for a series of street canyons withhihildings represented by square bars
oriented normally to the wind at varying separations. FegBr7 also shows the wind speed at
twice the building height normalized by the free-streamdigpeed[/s, which is taken to be the

externally imposed forcing of the scalar transport. Tolf@te comparison between the model
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and observations (Section 3.6) the free-stream wind imtakehe height of the reference wind
in the wind tunnel of Barlowet al. (2004), i.e.zs = 9.5h.. Note how, as the canyon aspect ratio
increases, there is a rapid drop and subsequent slow rike inihd speed at, = 2h. due to the

combined effects of roughness and displacement.
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Figure 3.7: Normalized effective parameters for the vertical profilelef mean wind in the inertial sub-
layer over a sequence of street canyons calculated usimgdtieod of Macdonaldt al., (1998). Solid line,
roughness length for momentumy,. / .; dashed-dotted line, displacement height of fldyy/ h.; dashed
line, wind speed at twice building height normalized by treefstream flow(@(22))/Us.

Cheng and Castro (2002) observe in wind tunnel studies averlaan-type roughness that
when the vertical wind profile is spatially averaged the leger observed in the inertial sub-layer
extends right down to roof level. The wind speed at the refezdevel,zo = 2h., and wind speed

at canyon topy,;, are then,

K z
Yt _ 1n<he_dT>/1n<Z‘5_dT>. (3.18)
Us Zor Zor

This variation of wind speed at canyon top with geometry &sxene of the strong controls on

() = Zn <u> , (3.17)

scalar transport from the surface (Section 3.6).
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3.5.2 Transport from the roof

The resistance to transport from the roof, and indeed eael, f the intermediate point A repre-
sents the resistance to transport across the internal boutader that develops along its length.
Since the depth of the internal boundary layer grows as thgtheof the roof facet increases, it
follows that the resistances increase with facet lengthr. sifoplicity, the depth of the internal

boundary layer is taken to be 10% of the facet length.

As for the wind speed at canyon top the representative wieddipor the roof facety,, is
obtained by extrapolating the wind profile in the inertidbdayer down to the depth of the internal

boundary layer along the roof facet, namely

Upf I he+6rf_dT>/n<22_dT>
() ( "\ ) (3.19)

The resistance to transport from the roof facet to this pdinn Figure 3.5, is then given using

Equation (3.5) and the resistance from A to the air aloftgi&quation (3.7), which yield

rr = In <ﬂ> In <5Lf> //-@2u,nf, (3.20)

Zom ZOX
ry = <ﬂ(22)>2— Urf (3.21)
U
wherez,,,, andz,, are the roughness lengths for momentum ahdespectively for the surface
material of the roof facet, and, is calculated from the wind profile in the inertial sub-layer
Finally 6, is the thickness of the internal boundary layer developedgathe roof facet, taken as

Opf = min[0.1(re — we), 22 — he).

3.5.3 Transport from the recirculation region

The measurements of Barlogt al. (2004) and the fluid dynamical ideas developed in Section
3.4 motivated a description of the flow in the recirculatiegion as that of a jet that decelerates
as it travels around the canyon. Balancing advectighy/Ox, and turbulent dragr ~ c,u?

in the jet, yields a flow speed in the jet that decelerates mxpitally with distance. There are a

number of more sophisticated theoretical descriptionti®@ieceleration and entrainment of a jet
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on a flat wall, (e.g. Townsend, 1976; Hogpal., 1997). However, the jet within the street canyon
turns corners as it circulates within the canyon and so tligws not immediately applicable.
Additionally, these more detailed models add further patans to the formulation of the flow
with no method of determining their value or their geomettgpendence. Here, therefore, the

simple exponential description is used.

First consider the wind speed of the jet when it first impingasthe street facety,.. This
wind speed is then the wind speed at canyon tgp, scaled down exponentially to account for

entrainment, i.e.

Ure = Uct €XP {_alLse/he} s (322)

where L, is the length of the sloping edge of the recirculation regidime strongest flow and
highest turbulent intensity along the canyon facets is theated at the end of the recirculation

region as observed by Okamatbal. (1993).

The jet then circulates along the street and wall facetsdnrekirculation region, and the wind

speed varies as

u(:ﬂ) = Uyre €XP {_OQx/he} ) (3.23)

wherez is the total distance travelled by the jet from the end of #@rculation region. The two

exponentsy; anda, are different due to the different physical processes wtiiely represent.

The wind speeds representative of the turbulent flux fromugpstream wallg,,,, from the
fraction of the street facet in the recirculation regiagp,, and from the downstream wall if it is in

the recirculation regiony,,, are taken as the average of the floz) along each facet, namely

a+b
Ure

up = - exp {—agx/he } dz, (3.24)

wheref is one ofuw, us or dw, the total distance travelled by the jet to the start of troetfan
question isz andb is the length of the facet. For example, when consideringréresfer from the
upstream wall, in the isolated roughness regime L, andb = h., and in the skimming flow

regimea = w, + h, andb = he.
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Internal boundary layers of a fixed depth(of /. are then taken on each facet. The resistances
to transportys, r4, r5 andrg (in the skimming flow regime) are then calculated from Eouragi
(3.5) and (3.7) as

0.1h, 0.1h,
ry = ln< > In < ) /mZuuw, (3.25)

dhe dhe
rqy = In (0 ) In (0 > /I{Quus, (3.26)

rs = <u(22)u?2_ uus7 (327)

dhe dhe
rg = In (0 > In <0—> /KQwa, (3.28)

ZOm ZOX

whereu, is the friction velocity calculated from the wind profile ihe inertial sub-layer.u,,s
is used in Equation (3.27) and nat,, or u4, as these are representative wind speeds for the
turbulent transfer in the narrow regions next to each waktnehs ;5 represents the transfer across

the entire top of the recirculation region.

3.5.4 Transport from the ventilated region

Part of the jet that impinges on the street facet moves albagstreet facet into the ventilated
region. Within the ventilated region high momentum air &8ported downwards so that the jet
is only decelerated somewhat. This mechanism is not alailalihe recirculation region which
therefore has lower wind speeds. The wind speeds reprégentéthe turbulent transport from
the downstream fraction of the street;;, and the downstream wall in the isolated roughness

regime caseyg,,, are given as

We—Ly
Ure
Uds = — / exp {—aox/he} dz, (3.29)
0
We—Lyr+he
Ugw = % / exp{—agx/he} dzx. (3.30)
¢ We—Ly

As before these wind speeds are taken to be lodated away from the facets.
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As explained above, the mixing of high momentum air downwardthe ventilated region
street places prevents the turbulent transport in the lagedi region from decreasing to the extent
happening in the recirculation region. Here this procesgfsesented by placing a minimum
bound on the wind speeds computed using Equation (3.29)3860)( These bounds are taken
from the wind profile established in an undisplaced bounttargr in equilibrium with the under-
lying surface when forced by the wind speed at a heightz: = h.. The minimum wind speed

for ugs is the value taken from this profile at= 0.1, namely

1
min ugs = Ue In (O he) /ln < e > . (3.31)

Z()m Z()m

Similarly, the equilibrated wind profile would then be ineid on the downstream wall. The
resulting turbulent transport from the wall scales as th#icad average of the wind profile. It
follows that there is a minimum bound on the wind spegd in the isolated roughness and wake

interference flow regimes which is

he
min ug, = Ut / In (0'1he> /In < he ) dz. (3.32)
he — Zom Zom, Zom,

The resistances to transpogt 7 andrg (in the isolated roughness flow regime) are then given

as

dhe dhe

r¢ = In (0 > In <0—> /IQQUdS, (3.33)
ZOTTL ZOX

P <u(22)>2_ Uds7 (3.34)
u*

1 1h,
re = In (0 Z) In (0 >//€2udw, (3.35)

ZOm ZOX

whereu, is the friction velocity calculated from the wind profile ing inertial sub-layer.

The resistance to transpotg in the wake interference flow regime is calculated by taking a
weighted average afy,, calculated in the two regions and then linkingto both points B and C

in Figure 3.5.
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3.5.5 Model parameters

The model has five parameters. The surface material rougleegths,,, andz,, , are deter-
mined by the underlying surface material. Here, for simic;,, = 0.1%,,,, is used to represent
the typical relation between the roughness lengths of mumemnd heat for the facet surfaces
(Garratt, 1992). The two exponents; and as, represent the deceleration of the jet due to the
entrainment of slower moving fluid by the jet and frictionéeets from the canyon facets. These
exponents are found by comparison with the observationstaiethe valuesy; = 0.19 and

ay = 0.15 x max[1, 1.5h. /w.]. The second factor ins represents the increase in the deceler-
ation of the jet due to its lack of penetration deep into theyoa cavity at high canyon aspect
ratios as described in Section 34, is a property of the fluidas incorporates a dependence on
the surface material roughness. Finally, as explained ati®e3.4,L, /h. is taken to be 3. The
precise value of the ratio is found to have little impact o@ thodel results provided,. falls in

the reasonable range of 2—4 building heights.

3.6 Comparison with observations

The results from the model are now compared with the windeéumreasurements from Barlow
and Belcher (2002) and Barlost al. (2004). Results are shown in the form of the transfer vglocit
for each flux across a horizontal plane at building heightdr w,) normalised by the wind speed
at the top of the boundary layéd¥s. The results are plotted against the canyon aspect ratitn(bo

axis) and the frontal area index (top axis). The comparismasnade by calculating the transfer
velocity from the model and comparing directly with the afvs¢ions. This is done in preference
to a comparison of resistances calculated from the obsengas this requires prior knowledge of
the model structure. The roughness length for momentumimasadue for all four canyon facets

determined by comparison with the observations tehe= 5 x 107° m.

3.6.1 Flux off the roof

Figure 3.8 shows the normalized transfer velocity for the @lensity from the roof facdtw, /Us).
The solid line is the model prediction and the symbols arendadions from Barlovet al. (2004).
For h./w. greater than about 0.2, both the model and observationsaitedihat the flux from the

roof facet varies little with canyon geometry.
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Figure 3.8: Variation of the transfer velocity for the canyon top flux digyfor the roof facet normalized by
the free stream velocity,. /Uy, with canyon aspect ratio. Solid line, model predictiorangles, equivalent
wind tunnel measurements taken from Barletwal. (2004). Roughness lengths have the valgygs =
5x107°m,z,, = 5x 1075 m. Dashed line, equivalent prediction from scaled versidasson (2000).

The model shows how the flux varies largely because of thetiami of the wind speed in
the inertial sub-layer with canyon geometry (see Secti@nl3and Figure 3.7). In the range of
the observations, this variation in the wind speed is snealliting in the flat profile. At small
he/w., when the building separation becomes large, the wind sjpe#e inertial sub-layer is
increased, and the flux from the roof correspondingly ineeda The transfer from the roof is
higher than the transfer from a horizontal surface of theesamaterial,wy; as calculated from
Equations (3.3) and (3.7)v(:/Us = 2.50 x 1073). At large h./w., as the buildings approach
each other and the surface resembles a horizontal surfgglackd to roof level, the flux from the
roof facet asymptotes to that from a horizontal surface efdlime material but displaced to roof
level (w,/Us = 2.93 x 10~3). The asymptote is approached from above and is attaingdfan!

very large canyon aspect ratids. (w, ~ 20).

3.6.2 Flux off the street

Figure 3.9 shows the normalised transfer velocity acrosyaratop for the flux density from
the street facetw./Us) and its variation with canyon aspect ratio. The solid lineatculated
from the model. The symbols are observations from a singéetstanyon (crosses, Barlow and
Belcher, 2002) and a series of street canyons (squaregvBerlal, 2004). The model success-

fully captures several features in the observations inetuthe dip ath. /w. ~ 0.3, the peak at
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Figure 3.9: Variation of the transfer velocity for the canyon top flux dispfrom the street facet normalized
by the free stream velocityy./Us, with canyon aspect ratio calculated from the weightedayeiof the
flux through the recirculation and ventilated regions. &hitie, model prediction; symbols, equivalent wind
tunnel measurements taken from Barlow and Belcher (2008%¢es) and Barlowt al. (2004) (squares).
Roughness lengths have the valugs = 5 x 107°m, z,, = 5 x 107 m. Dashed line, equivalent
prediction from a scaled version of Masson (2000).

he/we. ~ 0.6 and the almost linear decrease as the canyon aspect ratiases further. The
transfer from the street is notably lower than from the reaft (Figure 3.8) for all canyon aspect

ratios.

The model of the flux from the street facet has the correct i®the canyon aspect ratio tends
to zero, namely that of a horizontal surface of the same maalecated atz: = 0, which yields
wor/Us = 2.50 x 1073, The initial decrease and subsequent general increase/iiis as the
canyon aspect ratio increases from zero to 0.6 follows thati@n in the wind speed in the inertial
sub-layer (shown in Figure 3.7). The flow pattern within tireet canyon also influences the flux
as explained in Section 3.5. The jet within the recirculatiegion decelerates as it progresses
round the canyon cavity. The deceleration is particulargritad at high canyon aspect ratios,
he/w. > 0.6, due to the decreased penetration of the jet into the cargatycThis explains the

reduction inw./Us whenh, /w, > 0.6.

3.6.3 Flux off the walls

Figure 3.10 shows the normalised transfer velocities acadsorizontal plane at canyon top for
the flux from the two wall facet$w./Us). The transfer velocities are expressed in terms of the

flux density across canyon top for ease of comparison witHlthefrom the street facet. This
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Figure 3.10: Variation of the transfer velocities for the canyon top fllendity from the two wall facets
normalized by the free stream velocity, /Us, with canyon aspect ratio. Lower solid line, transfer from
the upstream wall; upper solid line, transfer from the dava@sn wall calculated as a weighted average
of the flux through the recirculation and ventilated regi@ysnbols, equivalent wind tunnel measurements
adapted from Barlovet al. (2004) for the upstream wall (stars) and downstream waitl@s). Roughness
lengths have the values,, = 5 x 107°m, z,, = 5 x 10% m. Dashed line, equivalent prediction for
both walls from a scaled version of Masson (2000).

normalisation introduces a dependence on the relativasudreas of the walls and canyon top,

i.e. the ratioh. /w,, which leads tav./Us being approximately proportional fQ /w..

The flux from the downstream wall is greater than the flux fromupstream wall by approxi-
mately a factor of two for all canyon aspect ratios. The diffee between the two fluxes, taking
the relative surface area into account, is increased asath@n aspect ratio increases. These two
features relate to the variation in turbulent intensityoasrthe street canyon. The downstream
wall experiences higher wind speeds and a higher turbutdensity than the upstream wall for
all canyon aspect ratios. The deceleration of the flow ardbedecirculation region results in
reduced flow and hence reduced turbulent transport frompghreaam wall. As for the flux from
the street facet, this deceleration is more marked as thgonaaspect ratio increases beyond

he/we ~ 0.6 which increases the difference in the flux from the two walls.

3.6.4 Total flux

Figure 3.11 shows the contribution to the flux through a tomial plane in the inertial sub-layer
from each of the canyon facets, normalised by the transfecitg from a horizontal surface of

the same material located at= 0, which haswg; /Us = 2.50 x 10~3. Also shown is the transfer
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Figure 3.11: Transfer velocities from each of the facets and the wholg@arsurface normalized by the
transfer velocity from a flat surface of equivalent surfaeerial properties and total planar areg (wo¢).
Circles, downstream wall; stars, upstream wall; crosgesets triangles, roof; solid line; total transport.

velocity associated with the total flux from the canyon stefau;, calculated assuming that
takes the same value on all facets. Hence Figure 3.11 showsrugh more efficient an urban

street canyon is at releasing scalars by turbulent trahtpem is a flat surface.

As Equations (3.9) and (3.10) show, the flux from one canyaetfaan influence the flux
from another facet. This is achieved by altering the valuthefscalarX in the recirculation or
ventilated regions. When there is more than one source «fdhlar, the transfer velocity for the
total flux from the canyony,, is therefore calculated through the resistance netwaidkisanot a
simple addition of the single facet transfer velocitiesr &oample, consider the skimming flow

regime; the value of the scalar in the canyon cavity can baddhrough the resistance network

as
X.— X X — X Xuw — X, Xaw — X,
w, c 2 — w, st c + he uw c + he dw c’ (336)
s T4 3 s
X X X X h h
=X, = [w( “+—2> +he< w dw)]/[%+%+—e+—e . (337
T4 s T3 rs T4 Ts T3 rs

Hence, assuming that takes the same valu¥, on all facets, the transfer velocity. can be
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found as

F. = w (Xs - XQ) ) (3.38)
o, = L [wei " <i+ i)] /[w (i +l> 4 he (i +i>] . (3.39)
s T4 r3 T8 T4 s r3 T8

wy is then the average af. andw, weighted by the surface area at canyon top through which

each of the flux densities passes.

It is important to note that while the model performs well whamompared to observations
from a single-facet source of the scalar this does not gtegesimilar success when considering
sources from more than one facet. This is again because #es fban interact. Agreement then
relies not only on the total resistance to transport beingecty but also the partitioning of the
total resistance to transport between the individual t@&s¢es being correct. This remains a topic

for future research.

Figure 3.11 shows that the flux from each individual facetmsker than that off a horizontal
surface for almost all canyon aspect ratios (the transtan fthe roof asymptotes: 1.2). The
reason is that the canyon geometry reduces the near-siléageurbulent intensity and hence
the flux. The total flux is however greater than from a horiabstrface. This increase is due to
the increased surface area, indicated by the approximinelsr increase in the total flux as the
canyon aspect ratio increases from zero to alhQutv. = 0.75. At high canyon aspect ratios,
he/we > 0.75, the reduction in the near-surface flow is sufficient to redtie increase in the

total flux with total surface area.

Figures 3.8-3.10 also show values for the normalized teanalocities calculated using the
model of Masson (2000) with a building height of 10 m (dashiedd). The order of magnitude
from the two models agree due to the similarity in the valu@amon parameters take. The model
presented here accounts for the additional physical psesesf the variation of the wind speed in
the inertial sub-layer as the geometry varies and the sydiemwariation in the flow field within
the street canyon. Only when these processes are accoontimlthe the model predictions show

the variation with geometry found in the observations.
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Figure 3.12: Bulk roughness lengths for momentum (solid line) (Macddn&P98) and scalak (dashed
line) normalised on the building height for a series of square bar street canyons. Note the log-scale

3.7 Roughness lengths for scalars

The bulk roughness length for momentum for an urban atgarepresents the combined effects
of the building array on the mean wind speed and Reynoldss&sein the inertial sub-layer. In
an analogous way, thieulk or effective roughness length for a scalat,,., would represent the
combined effects of the buildings on the mean profile and flugcalar X in the inertial sub-
layer. As the flow field experiences form drag in addition ®¥iscous and turbulent stresses over
rough surfaces, unlike the scalar field, these two roughleegghs vary differently with surface
morphology (Roth, 2000). Within numerical weather preadictmodels, the effects of complex
surfaces such as orography are commonly parameterizedggtithe use of effective roughness
lengths (e.g. Wood and Mason, 1991; Hewer and Wood, 1998. blitk roughness length for
a scalar is defined by analogy to the transfer from a flat byiatied surface (Equation (3.5), or
Hewer and Wood, 1998). The value takendy, gives the same area-averaged scalar flux for a

given mean surface to air difference, namely

fer = (2 dy) | eXp{ln(( (i) } (3.40)

22 = dT)/z()T)wt

wherez, is the reference level in the inertial sub-layer ands the transfer velocity for the total

flux.
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Figure 3.13: Ratio of the bulk roughness lengths for a series of urbarst@nyons expressed on a log
scale -kB~L.

Figure 3.12 shows the bulk roughness lengths for momentuhsealar transport for a series
of urban street canyons as inferred from the model. At lowearaspect ratios the bulk rough-
ness length for momentum is greatly increased (Figure 3h&reas the total flux of the scalar
is increased only slightly (Figure 3.11) from the flat sudfa@lues. The bulk roughness length
for the scalarX is therefore greatly reduced. As the canyon aspect ratieases the total flux
remains relatively constant (Figure 3.11) and the bulk hmags length for momentum decreases
due to the transition into skimming flow (Figure 3.7). Thekodughness length for scalar trans-
port correspondingly increases and at high canyon aspeéas,ra. /w. > 2, exceeds that for the

flat surface.

The ratio of the bulk roughness lengths for momentum and, leegiressed on a log-scale
(In(z,y/25,) = kB~1) is used to describe the relative efficiencies of momentunseatdr trans-
port for different surfaces. Over bare soil and vegetatethses this ratio takes a value of around
2 (Garratt, 1992). Verhoedt al. (1997) showed that over sparsely vegetated surfaces tivs ra
can increase up to a value of 7. Synchronous observatiome afensible heat flux and Reynolds
stresses over Vancouver, Canada ¢ 0.2, Voogt and Grimmond, 2000) indicate that this ratio
takes a larger value in the range of 13-27 over an urban aigdla®y, Sugawaraet al. (2003)
observed values dfB~! of between 6-30 over Tokyo. These values are influenced kyntleeof

day and the method used to determine the ‘surface’ temper@foogt and Grimmond, 2000).

Figure 3.13 shows the ratieB~! as calculated from the model for the range of surface mor-

phologies considered. For canyon aspect ratios of lessGtathe model values lie within, but
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at the low end, of the range of observations of Voogt and Graman(2000) and Sugawas al.
(2003). However, for higher canyon aspect rafids ! falls below outside the range of the ob-
servations. There is currently insufficient observatioth@la across the range of urban surface
morphologies to determine whether the model predictioroisect. However, there are two rea-
sons why the reduction ihB~! for high canyon aspect ratios may not apply to real urbansarea
Firstly, the bulk roughness length for real urban areas i&ely to decrease as much as Mac-
donaldet al. (1998) predict due to variability in the building height athe variety of roof shapes
(Macdonald, pers. commun.). Accounting for this would @ase the rati¢ B~ particularly for
the higher canyon aspect ratios. Secondly, the full scademhtions incorporate spatially varying
surface values of the scalar and stability effects on theutant transport. Little is known about
how either process impacts on the scalar flux or on how thesmgses are influenced by surface
morphology. This issue is one example of doubts over theieaplity of applying results from
wind tunnel studies, under neutral conditions within genenits of the urban surface, to real

urban areas.

3.8 Sensitivity to surface morphology

Urban area comprise building morphologies other than tstr&eyons comprised of square bar
buildings. Figures 3.14 and 3.15 show the sensitivity ofrtiael to varyingh. /w. andwe /7
separately with the other parameter held constant. In batbesthe transfer velocities across a
plane at canyon top, normalised by the flat surface valueatefhe same processes as Figure
3.11. In each case the total flux remains above the value of auitace due to the increase in
total surface area. In all cases except for the flux from tbéirothe case of wide roofs and narrow
street canyons (left hand side of Figure 3.15), the fluxes fitee individual facets are less than
that of a flat surface. The exception highlighted above te$udm the form of the bulk roughness
length and displacement height which for the particulamgetnies concerned gives a displaced
but unroughened flow and therefore increased transpors.ilitigtrates again the balance between
the reduction in the near surface flow, and hence reduceddiusities, and the increase in the total
surface area, which increases the total flux.

A noticeable feature is that the observed features of tHamuteint transport from the street,

namely the dip and peak in the transport, are not found whenngathe canyon aspect ratio on

its own. This implies thatv. /7. is a key parameter when determining the turbulent fluxes fxom
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Figure 3.14: Transfer velocities from each of the facets and the wholg@arsurface normalized by the
transfer velocity from a flat surface of equivalent surfacgernal properties and total planar area (wo;)
while varying the canyon aspect ratio with /r. = 0.5. Circles, downstream wall; stars, upstream wall;
crosses, street; triangles, roof; solid line; total tramsp

urban area and attention should be paid in determining aseptative value for this parameter as

well as for the canyon aspect ratio in real cities.

3.9 Summary and conclusions

Barlow and Belcher (2002) and Barloet al. (2004) showed that the flux of a passive scalar from
an urban street canyon under transverse flow depends ondimegyg of the canyon. The variation
with canyon geometry is as much as 50% and importantly diffareach facet of the canyon. This

variation is sufficient to warrant inclusion in models of tidan surface energy balance.

The model developed here is based on a partitioning of thgoteair into two distinct regions
namely a recirculation region and a ventilated region. Tdxéigpning ensures the correct limit for
the transfer velocities as the canyon aspect ratio becoergssmall or very large. The individual
facets of the canyon flux different amounts implying the n&eddifferent representative wind
speeds. A single canyon wind speed is unable to reproduagetitaetric dependence of all of the

facets.

It is shown that there are two principal effects of urban rhotpgy on the flux of a passive
scalar from the surface. Firstly, canyon geometry actsdaae the flow in the inertial sub-layer
and hence the wind speeds within the vicinity of the streayoa. This reduction in the wind

speed reduces the flux densities from the canyon facetsn8lgcthe total surface area of a street
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Figure 3.15: Transfer velocities from each of the facets and the wholg@arsurface normalized by the
transfer velocity from a flat surface of equivalent surfacgernal properties and total planar area (wo;)
while varyingw, /r. with the canyon aspect ratio held constant at 1.0. Circlegndtream wall; stars,
upstream wall; crosses, street; triangles, roof; solig; ltotal transport.

canyon is increased compared to a flat surface which actsnegse the total flux from the surface.

These two processes occur regardless of the specific moghosed to represent the urban area.

The model also accounts for streets and buildings made fifferaht materials through the
roughness lengths of the underlying surface material. fdrester velocities from the model de-
pend on the ratios,,, /h. andz, /h. Increasing either roughness length increases the tumbule
transport and increases the magnitude of the peak in theférainom the street facet. The rough-
ness of one facet can also influence the transfer from the &hets. Increasing the roughness
length for momentum of the street facet by a factor of ten mautate the presence of trees, for

instance, increases the transfer from the two walls by 0-5%.

The urban street canyon is only one generic unit of an urbaa. aDther generic units will
have differing low level flow and turbulence fields. The mogiedsented can be extended to other
generic arrays of buildings provided the wind speeds repitesive of the turbulent transfer are
adapted to include the appropriate physical processegrowisuch as corner vortices or flow
separation due to peaked roofs. Such a generalisationmsradask for future work. The sensi-
tivity of the model to urban canyon geometry indicated thatfull morphology of the urban area
is important in determining the turbulent flux of a scalamfran urban area. Different morpho-
logical dependencies arise as the building morphologyriedan different ways with the balance

between the reduced near surface flow and increase in totatsiarea determining the total flux.
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The sensible heat flux is a key term in the surface energy taldrhe present work shows how
the flux of a scalar, such as sensible heat, varies with sugecmetry, albeit in neutral conditions.
It is suggested that a model for the urban energy balancéstiatid over the full range of urban

areas will need to account for this variation.



CHAPTER FOUR

Energy balance and boundary layer interactions

Urban areas impose a range of effects on the energy balanctharboundary layer potential
temperature profile. The previous chapters consideredfthet® of surface morphology on the
individual terms of the energy balance. The extent to whinehdbserved impacts of urban areas
on the local climate can be attributed to the combined effetsurface morphology on the surface

energy balance is not accurately known.

The most commonly studied feature of the urban climate isti@urnal urban canopy heat
island (e.g. Oke, 1982; Arnfield, 2003). Like many featurbthe urban climate this commonly
has a distinct spatial pattern with a distinct edge and amgien of high thermal anomalies (e.g.
Oke, 1987). While in practice the magnitude of the urban pgriteat island cannot always be
correlated accurately with the local surface morphologgr(ig et al, 1985), it is likely that

surface morphology does play a role in its evolution.

The surface energy balance of urban areas varies with dgraptditions, time and position.
There are however, many common differences between thgyebatance of an urban area and
the energy balance of the surrounding rural areas. The drbaat flux is commonly increased,
the latent heat flux nearly always decreased and the phasmsibke heat flux is often delayed
particularly in the transition to negative values in thelyawening (e.g. Cleugh and Oke, 1986;
Grimmond and Oke, 1995; Oket al, 1999). Urban areas can also maintain positive sensible
heat fluxes throughout the night even in synoptic conditiwhsre stable boundary layers would
otherwise be formed (e.g. Olet al,, 1999). Given the range of the physical processes influgncin
the urban climate and the variety of urban areas it is sungrithat most urban areas show these
common traits. This therefore gives support to the ideaattatmmon feature of urban areas, such

as surface morphology, may be the principal cause of them.

67
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There are a range of urban energy balance models many of wkpiltitly incorporate sur-
face morphology (e.g. Arnfield, 1982, 1990; Johnsobal., 1991; Mills, 1993; Mills and Arnfield,
1993; Sakakibara, 1996; Masson, 2000; Kusaikal,, 2001; Martilli et al,, 2002). A full investi-
gation of the influence of the canyon aspect ratio on the teecturnal cooling was considered
by Johnsoret al. (1991) and Oket al. (1991), however, their study considered the idealised case
of no turbulent heat exchange. The shape factor effect olotiggvave radiation (Chapter 2) was
shown to be the key physical process acting. Other progestieh as the substrate material were
found to be of secondary importance. Mills (1993) and Mithsl &rnfield (1993) considered the
effects of surface morphology on the energy balances ofrttigidual facets and on the energy
balance at canyon top. Surface morphology was found to imfiell terms of the energy balance
of the individual facets whereas little influence on the gpdralance at canyon top was observed
due to interactions within the canyon cavity. Masson (2@@bjsidered the mean annual cycle of
the energy balance of an urban street canyon for two canymtagatios. Increasing the canyon
aspect ratio tended to increase the ground heat flux at trenegmwf the sensible heat flux. These
studies, however, considered the surface energy balaheescwhen forced by the atmosphere
and did not allow the possible feedbacks between the suédiaeryy balance and boundary layer
(e.g. Brubaker and Entekhabi, 1996). Martilli (2002) cdesed the variation in the boundary
layer over an urban area as the mean building height wasdvafiee nocturnal urban boundary
layer was deeper, the lowest levels warmer and a layer ahesge tooler than that of a neighbour-
ing rural boundary layer. As the majority of the observedheliological features common to most
urban areas are atmospheric phenomena, the interactiomedrethe surface and the boundary
layer must be considered when investigating these featdreetailed investigation as to which
features of the urban boundary layer can be explained bgeirhorphology and the identifica-
tion of the individual physical mechanisms resulting frdme surface morphology that explains

them has not been done.

This chapter therefore focusses on the influence of surfarphology on the energy balance
of an urban area and on the boundary layer above. In Sectitnd.3, results from Chapters 2 and
3 are used to formulate an energy balance model for an urbeet sinyon. This energy balance
model is then coupled to the one-dimensional boundary lmastel of Buschet al. (1976). The
energy balance model developed therefore incorporatedettaiied physical processes occurring
at the street scale but ignores variation in the surface ayygthe neighbourhood scale. The urban

energy balance and boundary layer are then able to intesafttlae urban area were uniform
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and infinitely sized and allows an investigation into the &wois of surface morphology on the
equilibrated boundary layer. The idealised diurnal cy¢lde energy balance and boundary layer
over an urban area is compared to that from a flat surface iticBet5. A detailed analysis of
the model results allows an investigation into which feasusf the urban climate can be attributed
to surface morphology and the precise physical mechanissonsible. Finally, Section 4.7
considers the sensitivity of the energy balance to surfaogphology and seeks to relate this to

the spatial variation of the urban modifications of the |latmhate.

4.1 The surface energy balance model

The evolution of the boundary layer over any surface is datexd by the surface energy balance,
and more strictly the vertical divergence of the bulk sdediteat flux. For complex surfaces such
as urban areas, there are a range of methods to calculaterthessenergy balance including spa-
tial averaging (Grimmond and Oke, 2002) and consideringessmtative points on (e.g. Johnson
et al, 1991) or averages over each part of the surface in turn K&llg, 1993; Masson, 2000;
Kusakaet al., 2001; Matrtilli et al,, 2002). This work uses the last of these three options. For th
purposes of this work this method has two advantages. ¥ifatet-averaging is an inherent part
of the experimental work to determine the turbulent flux otalar from an urban street canyon
(Chapter 3) so results from this work can be applied diretctlthe energy balance model. Sec-
ondly, the impacts of a range of surface morphologies cambidyenvestigated using this method
unlike volumetric averaging methods. The facet-averagetigy balances for the four facets of an
urban street canyon are developed incorporating the sféésurface morphology on the radiative
and turbulent fluxes identified in previous chapters. btk energy balancéor an urban area is

the combination of these four energy balances.

4.1.1 The thin-layer approximation

The energy balance for a flat surface can be written as

(1—a)(Ky+ Kg)+eL, — L1 —G—H—LE = 0, (4.1)
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Figure 4.1: Schematic of the energy balance for a surface. The termsaameluced in the text. The
direction of the arrows indicate the direction of positiuexfdensities.

where K and K4 are the flux densities of direct and diffuse shortwave ramhatespectively,

L, andL; the downwelling and emitted longwave radiative flux deasitiespectively, and and

¢ the (wavelength averaged) material albedo and emissigfigactively.G is the flux density of
heat into the substrate artdl and L E' are the turbulent flux densities of sensible heat and energy
due to the evaporation of water, respectively, from theamgrfinto the boundary layer. Figure
4.1 shows a schematic of the surface energy balance whedédotion of the arrows indicates a

positive value of the flux.

Equation (4.1) arises by considering the energy balancheottirface layer of the substrate
and letting the depth of this layer tend to zero. The first ldwhermodynamics states that the
change in internal energy of a system (in this case the layerage temperature for the surface
layer of the substrate) is determined by the difference betwthe heat added to the system (in
this case the balance of the different fluxes) and the worle dgnthe system (in this case zero).
This version of the surface energy balance is commonly usgd $mirnovaet al, 1997) and can

be written as,

Az cg T

= (1-a)(Ky+Ky)+elL)—Ly—G—-H—-LE, (4.2)

whereT , is the layer-averaged temperature of the surface layeredubstrate of thicknessz

andc; is the volumetric heat capacity of the substrate.

Two further approximations are made to the surface enertpnba at this stage. Firstly, the
urban fabric is considered to be dry therefore the latentth@g LFE, is set to zero. To allow an
investigation into the effects of surface morphology alafieenergy balances are therefore dry.

Secondly, some terms in the energy balance depend on théeshperature of the surface. The



CHAPTER 4: Energy balance and boundary layer interactions 71

skin temperature is approximated by the layer-averagedeatyre T /,, of the thin surface layer.
This approximation is justified provided the surface lagethin so that the temperature variation
across the layer is small. If the surface layer is not thinughothat this approximation can be
made, the gradient of temperature normal to the surfacdalbelincorporated when calculating
terms involving the skin temperature (Best, 1998b). Fordselts shown here the surface layer is

5 mm or thinner for which this approximation is valid (Smivacet al., 1997).

4.1.2 The substrate temperature profile

To accurately calculate the ground heat flux and hence thacsutemperature, the temperature
profile within the substrate is needed. The temperaturel@mofthin the substrate is governed by

the heat conduction equation, namely

oT
G = kg (4.3)
oT oG
“o T oz (4.4)

wherek is thermal conductivity of the substrate material in Wi, ¢, is the volumetric heat
capacity of the substrate material in Jn—3 and thez-axis is positive out of the substrate (i.e.
z = 0 at the surface and decreases into the substratehdc, can vary within the substrate but

for the results shown here take one value each through tire eepth of the substrate.

Equations (4.3) and (4.4) require two boundary conditiomsvall as an initial temperature

profile. The first of the boundary conditions surface eneiggartice, namely

G = (l—a)(st—i-de)—i-&“Ll _LT —H atz = 0. (4.5)

The second boundary condition is given by either presailitemperature or heat flux at the
base of the calculated temperature profile i.e. prescribitigrT;,, or G;, in Figure 4.2. For the
flat surface energy balances used to represent ‘rural’ tiondithe second boundary condition is
Gin =0.

Equations (4.2)—(4.4) form a coupled set of equationsinglahe temperature profile in the

substrate to the surface energy balance. These equat®s®laed numerically by discretizing
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Figure 4.2: Schematic of the discretized system used to numericallyesble temperature profile within
the substrate. Fluxes and layer-average temperaturesagresed in the vertical.

the substrate into a number of layers as shown in Figure YitB)the locations of the heat flux

and layer temperatures staggered. The discretized egaatie then,

oT;
Aziy1y2 Cs (;;1/2 = G;— Gy, (4.6)

Tic1y2 — Tig1p2
1/2(Aziq/0 + Azig1)2)]

Gi = k (4.7)

with Equation (4.5) giving a boundary condition 6fy and a condition o7}, or G, being the

other boundary condition.

4.1.3 The radiative and turbulent fluxes

The previous section showed how the ground heat flux andcgudaergy balance combine to
form a coupled set of equations for the temperature profitearsubstrate. All that remains is the

prescription of the radiative and turbulent terms in théasig energy balance.

In numerical weather prediction models the external faydierms, i.e. the shortwave and
downwelling longwave radiative fluxes, are calculated tigitoa complex radiative transfer model
and depend on the atmospheric temperature profile and ayadimg. Appendix A describes the
simple model used to calculate the direct facet-averagedveave flux density for a plane at an

arbitrary elevation and orientation. For simplicity is taken as a constant.

The emitted longwave radiative flux density is calculatedgis linearised form of the Stefan-
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Boltzmann equation, namely

Ly = eoTyy, ~ eoTy)y ~ eoT; (4T, — 3T,), (4.8)

whereT, = 273K is a background temperature.

Finally, the turbulent sensible heat flux is formulated gdime bulk aerodynamic method (Gar-
ratt, 1992; Section 3.2). Using this method the turbulensixe heat flux is related, on dimen-
sional grounds, to the surface temperat(tey, and the temperaturé(z,) at a reference level in

the inertial sub-layer;», namely

H = pcyw, (U(z)) (Tiye —0(22)), (4.9)

wherep is the density of air¢, the specific heat capacity of air at constant pressureugnt
the transfer velocity from the surface to the referencelleVée transfer velocity is a function
of the mean wind speed at the reference lelél;,), the surface material roughness lengths for

momentum and heat and the atmospheric stability (Sectargl Appendix B).

4.2 The energy balance for an urban street canyon

The energy balance for an urban street canyon is developattfre facet-averaged energy bal-
ances and substrate temperature profiles for the four fat#te urban street canyon. Figure (4.3)

shows a schematic of the four facet-averaged energy bal@mekthe nomenclature used.

There are four differences between the energy balancesdarrban street canyon and that of a
horizontal surface. Firstly, the second boundary conglitio the ground heat flux varies between
a zero heat flux for the street facet (as that of the horizantegfhce) and a constant temperature
for the other facets. The maintenance of a constant intéengberature acts as an anthropogenic
source of heat. Secondly, the transfer velocities, for the sensible heat flux from each facet
differ and vary with canyon geometry as described in Chapterhirdly, the external radiative
forcing terms vary depending on canyon geometry (Chapteid2Agppendix A). Finally, and the
key difference between the canyon facet energy balancetharghergy balance of a horizontal

surface is that the energy balances interact through thatiksdand turbulent heat fluxes. These
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Figure 4.3: Schematic of the facet-averaged energy balances of the stieet canyon. Separate, but in-
teracting through the surface energy balances, facetgedrsubstrate temperature profiles are constructed
for the roof f), street §t) and both the upstream{) and downstreamifv) walls. The interior boundary
conditions for the roof and wall facets are a constant irstet@mperaturd’;,,, that for the street facet is a
zero ground heat flug';,, = 0.

interaction terms are considered in the next section.

The influence of surface morphology on the energy balanckeofitban street canyon can be
investigated through two sets of diagnostics. Firstly,ghergy balance and surface temperatures
for each of the facets can be considered. Secondijulieenergy balancand boundary layer air
temperatures associated with the bulk energy balance ceorisédered. The bulk energy balance
is the balance of energy forms across a plane at the baseiotttial sub-layer, as marked by the

dashed line in Figure 4.3, and is the energy balance to whizhaoundary layer responds.

4.2.1 Interaction terms - Radiative fluxes

Chapter 2 described how geometry influences the exchangéusfedradiation in an urban street
canyon. The matrix method developed in Chapter 2 is used dtr the long and shortwave

radiative flux densities for the street and wall facets ofdhlsyon with the common assumptions
of diffuse reflections and uniform flux densities. To use thetrin method the surface material

albedo or emissivity and the emitted radiative fluxes mustgeeified. The radiation balance for
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the roof facet is that of a horizontal surface.

When applying the method to the shortwave radiative fluxes,emitted flux densities from
the canyon facets are equivalent to that fraction of thectiselar radiative flux density which is
reflected. The emitted flux density for the sky facet is théudd radiative density. The assump-
tions of uniform radiative flux densities is unlikely to hatldpractice but is in line with, and will
be of secondary importance, to the facet-averaging of teeggrbalances. The matrix method is
therefore applied to the shortwave radiative flux densitising the nomenclature of Chapter 2,

with

OV = oKy, fori = st,uw,dw, (4.10)
Q, = dei> fori = sk, (4.11)

where a,, = 0.

When applying the method to the longwave radiative fluxes,ammitted flux densities from
the canyon facets are the emitted flux densities accorditigetapproximated Stefan-Boltzmann
equation (Equation 4.8). The emitted flux density from thefsket is the (diffuse) downwelling

longwave radiative flux density. The matrix method is thepliap with,

Q= ei0T? (4T )9, —3T,), fori = st,uw,dw, (4.12)
Q;, = Ll’ fori = sk, (4.13)

whereey, = 1,

andTj /5, is the layer-averaged temperature of the surface layeratf egtheith canyon facet.

The matrix method gives that the resultant net radiative diemsity for each facet);, can be

expressed as,

Qi = D (Wi Qs + $riQ5) + (1 — @) Kypi — Qi (4.14)

)

where the matrices are determined as in Chapter 2 and the subschipasid L denote those terms

relating to the diffuse shortwave and longwave radiatiomserespectively. The energy balances
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for the canyon facets are therefore coupled both in the mxitdorcing, through reflections, and

directly, through the shape factor effect on the longwawdéataon.

4.2.2 Interaction terms - Turbulent fluxes

Chapter 3 described how surface morphology influences thelant exchange of a scalar, such
as heat, from the surfaces of an urban street canyon. Thel medented in Section 3.5 is used
to determine the facet-averaged turbulent sensible heafrfim the individual facets with two

modifications.

Firstly, the model developed in Chapter 3 considered only flormal to the street canyon.
Flow parallel to the street canyon is dealt with in an analsgoay to the minimum bounds on the
flow in the ventilated region of a wide street canyon. The congmt of the wind parallel to the
canyon is extrapolated down to roof level from the referdacel as per the component of the wind
normal to the canyon. The flow parallel to the canyon beloviding height is parameterized as
a log-profile determined by the surface material roughnarsgth and the component of the wind
parallel to the canyon at roof level. The flow parallel to tla@yon at street level takes the value
this parameterized flow takes at a height 0.14.. The flow parallel to the canyon along the wall
facets takes the value of this parameterized flow averagedheight. The resistances to transport

are calculated using the recombined total wind speeds tisinfprmulae given in Section 3.5.

Secondly, the resistances to transport from a flat surfez@filuenced by the stability of the
atmosphere (Dyer, 1967). This dependence will apply touhmitent transport from an urban area
as itdoes rural areas. To allow for this effect the resistane transport are scaled according to the
larger scale atmospheric stability. The resistance tapan from a flat surface with the equivalent
bulk roughness length as that of the urban street canyon kra@nan dependency on atmospheric
stability (Dyer, 1967; Busingeat al,, 1971; Beljaars and Holtslag, 1991). The fractional change
this resistance to transport is calculated given the athergpstability (Monin-Obukhov length).
Each resistance to transpori—rg, is then scaled in the same way from the neutral value given
in Chapter 3. This technique is likely to simplify the effadtstability on the transport of heat
from the urban street canyon as it does not account for fesisuch as asymmetric heating of the
canyon air. However, in an urban area the mechanical géoei@tturbulence generally exceeds
that of the thermal generation/suppression of turbulendhis maodification is likely to be small

(Roth, 2000).
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Barlow et al. (2004) illustrated how the turbulent flux from one facet caituience the fluxes
from other facets. This effect is present in the formulatised to determine the turbulent fluxes
of heat from the canyon facets. For instance, in Figure Ae8sénsible heat flux density from the

street facet in this narrow street canyon is given by (dnogphe subscript, for convenience),

Hst = pcpwst(U(ZQ)) (Tst - Tc) . (4-15)

T., the mean-temperature of the air in the canyon, is depemudtetfite sensible heat flux densities
from each of the canyon facets and therefore the surfacect@types of those facets. Conserving

turbulent fluxes in the roughness sub-layer layer (for thimskng flow case) gives,

wce(z2) + wetTsr + he/we (wuwTuw + wdwwa)

T —
¢ We + Wet + he/we (wuw + wdw)

(4.16)

The four facet-averaged energy balances of the urban saegon therefore interact through

the radiative and turbulent heat fluxes and must be solvedasystem.

4.3 Boundary layer formulation

The energy balances developed above are coupled to a onesilimal boundary layer model
(Buschet al,, 1976) to represent the full surface-boundary layer sysfteis allows the impacts
of urbanisation on the boundary layer to be investigatedadswl allows interactions to occur be-
tween the energy balance and boundary layer (e.g. BrubakieEatekhabi, 1996). Applying the
hydrostatic approximation and Reynolds averaging to thaéi&tokes equations under horizon-
tal homogeneous conditions gives the following prognostijoations for the mean state of the

atmospheric boundary layer.

ou 10, —
S = f @)= (). (4.17)
ov _ 10 , —
a—;} = f@—uy) — 202 (pv'w'), (4.18)
% _ 19 (p 0w’ , (4.19)

ot p Oz
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where the overbar indicates the time (and spatial) averafye\and the prime marks the instan-
taneous departure from the mean valug.andv, are the westerly and southerly components of
the geostrophic wind respectively. The horizontal homegers condition is equivalent to stating
that there has been sufficient fetch of homogeneous surfaceftilly adjusted boundary layer to

exist.

The turbulent terms are parameterised using a first ordsu@o The turbulence terms are

related to the vertical gradients of the mean propertienaha

v -k, @ (4.20)
0z

v - -, (4.21)
0z

pw = —r, 2 (4.22)
0z

K,,, and K}, are the turbulent diffusivities for momentum and heat retpely. The values the
diffusivities take are model dependent but are relatedeéarikean wind and temperature profiles.
Appendix B gives more details of the formulation of the sfiealosure method used by Busch
et al. (1976).

The surface energy balance-boundary layer coupling iseaetli by carefully matching the

surface values of the turbulence terms with those from tleeggrbalance model, i.e.

WL = H/pcp, (4.23)

_ 1/2
— (u’w’|§ + v’w’|§> = (4.24)

Equations (4.17)—(4.24) are solved by discretizing theoafrhere in the vertical and using the
finite difference forms of the equations. The atmospheriekt model level is within the inertial

sub-layer and used as the representative atmospheridrieiguations (4.9), (4.15) and (4.16).

The influence of surface morphology on the surface energgnbal and boundary layer is
investigated in two stages. Firstly, a detailed invesiigaof an example case is done to illustrate
the coupled nature of the system and the physical cause®wnhah differences. Secondly, the

sensitivity to canyon geometry is considered. Together #iows an investigation into which
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Figure 4.4: Schematic of the initial temperature profile (solid linegahe temperature profile after one
time period (dash-dotted line) used in the analysis of theabsurface area in determining the impacts of
surface morphology on the energy balance of an urban area.

observed features of urban areas can be explained by therin8wf surface morphology on the

energy balance and its spatial variation.

4.4 The role of surface area

The morphology of urban areas imposes two properties orutfi@ce: An increased surface area
and surface geometry, i.e. and the ratiog. /w., w./r. and combinations thereof. Knowledge
of how one property alone influence the terms of the energgnioel is useful as it allows an
assessment of the relative importance of the two properfibe probable impacts of alternative
building configurations can then be estimated. Investigattie impacts of surface geometry alone
is impractical. Assessing the role of surface area aloneterthining the impact of surface mor-
phology on the surface energy balance is possible howewargisg the surface area is equivalent
to varying the incoming radiative flux densities. To tackiesstissue consider the simple analysis

below.

Consider an isothermal temperature profile through the spimre and substrate as shown
schematically in Figure 4.4, it follows that we can 9gt= 7, = T,. The incidence of solar
and/or downwelling longwave radiation implies that thefsce temperature will change; let the
change in surface temperature in one time period be dengte7b For the purposes of this
analysis this change in temperature is assumed to be gosifive case of a negative change in

temperature is analogous with the conclusions given tHating to the magnitude of the changes.
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The approximate form for the surface energy balance is tBastow, 1987),

(1—a)(Kyg + Kg) + eL) — eaT>(T, + AAT) — peyw, AT — kAT/Az = 0. (4.25)

where the other symbols take their usual meaning.

Suppose that the surface area of the surface increaseslatigertactor ofA but the bulk exter-
nal radiative forcing stays the same. Provided that thesanfemains flat (physically impossible)
the transfer velocityv,. stays the same i.e. the value taken in neutral conditiongt@smdined by
the wind speed and surface material roughness lengths.t®#mflux densities from the surface
whereA = 1 by subscript, those from the surface of increased surface area by spbgciThe

bulk surface energy balance then becomes,

(1 —a)(Kg + Kg)+eL| — AeoT?(T, + 4AT,)

— Apcyw, AT, — AKAT,/Az = 0, (4.26)

(1-— a)(st + de) +el| — AeoT? Yo
AT, = o PO 4.27
R 4AeoT? + Apcyw, + Ak/Az A (4.27)

where constantg, andy; are positive definite. Equation (4.27) shows that increpsie surface
area of the surface necessarily reduces the surface tetomgevariation.

The flux densities and bulk fluxes from the surface also chasdbe surface area is increased.
The external forcing flux densities vary solely with surfacea with the bulk fluxes staying the

same, namely

Ky, = K1 /A, (4.28)
Ky, = K /4, (4.29)
L, = Lj/A (4.30)

The other terms of the energy balance vary as a result of #dregehin surface area and the change

in temperature variation. The emitted longwave radiatiar flensity,L; ,, and bulk flux,AL; ,,
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vary as,

Ly, = 0T (T, +4(po/A— 1)) < Ly, (4.31)
ALy, = Lp+(A—1)eoT? (T, — 4¢1) > Ly, (4.32)
T +kT, /A
asT, —4p, = Lolrle® /B2y (4.33)

deoT?3 + peyw, + k/Az ~

The flux density of the emitted longwave radiation therefdeereases as the surface area is in-

creased but the bulk flux of longwave radiation is increased.

Conversely, the bulk fluxes and flux densities of the sensibl and ground heat vary as,

H, = pcow.(po/A—¢1)<H, (4.34)
AH, = H;—(A-1)pcw,p < Hi, (4.35)
k
G, = A_Z(SDO/A — 1) < Gy, (4.36)
and AG, = G;—(A- I)Aigpl < Gy. (4.37)
z

The density and bulk values of the sensible and ground heasflare all decreased by increasing
the surface area of the surface. The effect of increasingutface area on the energy balance is
therefore to reduce the temperature variation and to chidmegeartitioning of energy forms at the
surface with more energy going into emitted radiation aid lato turbulent sensible and ground
heat forms. This finding will be contrasted to the findings witensidering the full effects of

surface morphology in the next section.

4.5 Case study

The role of surface morphology in determining the energwthed and boundary layer profiles
is now considered in relation to a specific case study. A coispais made between the fully

adjusted (i.e. one-dimensional column) boundary layefilpgoand the bulk energy balances es-
tablished over the urban canyon surface and over two flatudfgeses. The ‘smooth’ surface has

the same roughness length as the material roughness |t urban fabric. The ‘roughened’
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surface has the same roughness length as the bulk rouglesgss bf the urban canyon. Com-
paring the three cases isolates the effects of surface mlogphon the surface and illustrates the
advantages and disadvantages of modelling an urban ardaeas soil surface with an increased

roughness length (e.g. Myrup, 1969).

For the specific cases considered the surfaces are locaGffiNitand the day is the spring
equinox. The surface material properties for the couplestiesys are equaly = 0.1, ¢ = 0.98,
k= 0.75WK~tm™1, ¢, = 1.5 x 105JK-Im~3, and are representative of common building mate-
rials such as brick (Oke, 1987). The urban geometry corsitlisran urban street canyon where
he/we = 1, andw,/r. = 0.5, oriented north-south with a building height of 10 m. Theface
material roughness length ig,,, = 0.01 m, the bulk roughness length computed for this canyon

morphology isz,,, = 0.53 m (using Macdonalet al., 1998).

The external forcing conditions are chosen to be representaf synoptic conditions con-
ducive to longwave radiative cooling - light winds and clekies. These conditions favour large
urban-rural thermodynamic differences (Oke, 1987). Thoetalave radiative forcing is described
in Appendix A. The downwelling longwave radiative flux deyss constant aL| = 240 W m~2
chosen to minimise the drift in time of the total energy in fla surface case. The geostrophic
wind speed is light at, = 5m s~ andv, = 0ms!.

The models are initialised at dawn. Figure 4.5 shows thé&lrtiémperature profiles in the
atmosphere (a) and substrate (b). The atmospheric pdtartigerature profile is comprised of
four layers. From the surface upwards these are a surfaeesion layer, a residual layer from
the previous day's well-mixed layer, a capping inversion &inally a stable layer in the free

troposphere.

The initial conditions in the substrate are an interpotafimm the surface temperature to the
interior temperature (293 K for the internal building temgiare, 285 K for the horizontal surfaces
and street facet) dependent on the surface material piegpefthe depth of the substrate used for
the flat surfaces and the canyon facets is greater than 0.Bemmaterial properties are such that
the depth of penetration of the diurnal temperature signapproximately 0.12 m (Garratt, 1992)
hence the boundary conditions at the base of the substrapetature profiles are expected to play
a minor role. The constant temperature condition used ®irtterior of the wall and roof facets
acts as an anthropogenic heat source in the case whereheriig warmer than the substrate.

However, if the substrate is warmer than the interior thisdition acts as a heat sink. This is
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unrealistic as it implies that another source of energy rbesemployed to remove the energy
from the wall or roof substrate which is not accounted foewlsere. These initial conditions

are representative of the substrate and atmospheric greftablished after a night conducive to

radiative cooling.
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Figure 4.5: The initial conditions used in the case study. (a) Potetdialperature profile in the boundary
layer. (b) Temperature profiles used in the substrate; $iokd profile for the flat surfaces and the street
facet; dashed line, profile for the two wall and roof facet.

The initial wind profiles are determined from the bulk roughs length, the displacement

height and the geostrophic wind speed applied at the topeobtundary layerz = 1 km),
namely

a(z) = ug In ((z —d;) /zOT) /ln ((zZ —d,) /zOT) for 29 < z < 7, (4.38)
Ug forz > z;,

and similarly for thev-component.

Results are shown for the second model day to allow for arsardgnt due to unbalanced initial
conditions but to minimise the drift between the differerddal runs. The energy balances for the
three coupled systems, bulk and individual facets, areidered first with the accompanying

effects on the surface and atmospheric temperatures evedithter.
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45.1 Case study: The bulk energy balances

The first three panels of Figure 4.6 show the bulk energy bakaffor the three coupled systems
considered. In each case the black solid line is the nettragliiux density, the red dashed line
is the sensible heat flux density and the green dash-dotteddithe ground heat flux density

calculated as a residual.

Figure 4.6(a) shows the energy balance from the coupledyghadance-boundary layer sys-
tem with the smooth horizontal surface. The additionalatbtine on this plot is the ground heat
flux density calculated from the top two substrate layerse dlbse match between the calculated
ground heat flux densities and the theoretically expectddaten in magnitude and phase delay

between the two (Garratt, 1992) gives confidence that thitsopshe energy balance is correct.
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Figure 4.6: Diurnal energy balance profiles for the second day of the sag®y. (a) Energy balance for
the smooth surface; black solid line, net radiation; rechdddine, green sensible heat flux; dash-dotted
line, ground heat flux; dotted line, ground heat flux caledafrom the top two layers of the discretized
substrate temperature profile. (b) Energy balance for thghrened surface, lines as in (a). (c) Bulk energy
balance for the canyon surface, line as in (a). (d) Profilés@€hange in the total energy within the column
(substrate and atmosphere) not explained by the accuonitaitenergy due to the net radiation. Black solid
line, street canyon case; green dash-dotted line, smodicsucase; red dashed line, roughened surface
case.
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The phase differences between the peak values of the thineg ttelates to the diurnal tempera-
ture profiles. The solar radiative flux peaks at local middatythve emitted longwave radiative flux
depends on the surface temperature and peaks after locdhynidhe result is a peak in the net
radiation just before local midday. During the morning, aipee sensible heat flux acts to erode
the stable boundary generated by nocturnal longwave nagliedoling. The difference between
the surface and air temperature is therefore reduced ansktisble heat flux is small. Corre-
spondingly the ground heat flux is large during the mornind eeduces later as the surface-air
temperature difference increases and the sensible heahiteases. The ground heat flux there-
fore peaks in mid-morning and the sensible heat flux peakddrafternoon. Stability effects on
the transfer velocityv,, in Equation (4.9), mean that the magnitude of the sensibde fhiex in
stable conditions is less than that in unstable conditionshie same surface-air temperature dif-
ference. By night, therefore, the surface energy balangensarily a balance between the ground

heat flux and the net radiation.

Figure 4.6(b) shows the energy balance from the coupledygrmiance-boundary layer sys-
tem with the horizontal surface with increased roughnesem@aring Figures 4.6(a) and 4.6(b)
shows that the principal effect of increasing the roughmdésssurface is to alter the partitioning
between the ground heat and sensible heat forms. Incretmngurface roughness length acts
to increase the turbulent mixing and transport from a serfaa the transfer velocityy,.. The
magnitude of the sensible heat flux for a given surface-aiperature difference is therefore in-
creased and the ground heat flux correspondingly decreaseagnitude. There is also a small
increase in the magnitude of the net radiation through tlye @his results from the decrease in
the diurnal variation in surface temperature, and theeefloe emitted longwave radiation, which

accompanies the altered sensible heat flux (see Figure}.8(a

Figure 4.6(c) shows the bulk energy balance from the urbagara Comparing this energy
balance to the other energy balances highlights many diffegffects. The ground heat flux is
slightly advanced and increased in magnitude, the sertséfaleflux is decreased in magnitude and
delayed - opposite to the effects of increasing the surfaeghmess length. The net radiative flux
is almost identical to the two flat-surface cases despitdatfye impacts of surface morphology
on the radiative flux densities (Chapter 2). The causes skthéferences relate to the increase in
surface area and surface geometry on the individual fageggrbalances as considered in detalil

in Section 4.5.2.

Comparing the three figures shows that the influence of suurfaarphology goes some way
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to explaining the observed differences between rural abdrubulk energy balances (e.g. Cleugh
and Oke, 1986). Surface morphology acts to increase thendrbeat flux and delay the sensible
heat flux while leaving the net radiation approximately thene. A horizontal surface with in-
creased roughness does not give a satisfactory approgimtatithe full urban canyon surface so
casts doubt on the usefulness of approximating urban asebhare soil surfaces with increased
roughness lengths. It should be noted here that the flatcguefaergy balances here are not rep-
resentative of the energy balances of rural areas. Theteiéonoisture and plant canopies (e.qg.
Wallace and Verhoef, 1996; Finnigan, 2000) will also playke in determining the differences

between rural and urban bulk energy balances.

Figure 4.6(d) shows the change in the total energy of theagwibsphere column from 50 cm
depth in the substrate to 2 km in the atmosphere, accourtingbisorbed and emitted radiation
at the surface, through the model runs. For a truly consgevaystem this change should be
zero. The green dash-dotted line represents the changalretergy from the smooth surface
system, the red dashed line that of the roughened surfatemsysd the black solid line that of
the canyon system. The horizontal surfaces show little piagxed change in total energy which
gives confidence in the models. The total energy of the casystem has a diurnal signal and a
slight drift in time. The diurnal signal results from the apximations used to calculate the total
energy in the lowest atmospheric layer. The drift in timels tb the maintenance of the internal
building temperature which represents a source of energythis particular case this source of
energy is equivalent to a 3—-4 Wthanthropogenic heat source. In all cases the change in total

energy is small.

45.2 Case study: The facet energy balances

The bulk energy balance for the canyon surface is compristk dacet-averaged energy balances
of the four canyon facets. Figure 4.7 shows these four erteaitpnces; (a) is the energy balance
for the roof facet, (b) the energy balance for the streettfdcgthe energy balance for the west-
facing wall facet and (d) the energy balance for the eastfawiall facet with the lines as in Figure

4.6. Unsurprisingly the energy balance of the roof faceinislar to that of the horizontal surfaces.

The principal effect of surface morphology on the energybets of the canyon facets is the
redistribution of the solar radiation. Facet elevation anéntation, together with shadowing,

result in the spiked profiles in the net radiation profilese Efffects of reflected radiation can be
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observed as secondary peaks in all three of the canyon ehalggces. The shape factor effect
is most prominent at night, reducing the magnitude of thelarejwave radiative flux densities
by a factor of 2—3 compared to the roof facet and the horiz@utdace energy balances. Section
4.4 showed that increasing the surface area of the surfads te a reduction in the flux densities
from the surface. This does occur but not to the extent ptedlicThe combined effect of surface
morphology is therefore dominated by the effects of surfgmametry with the increase in surface
area being a secondary importance.
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Figure 4.7: Diurnal energy balance profiles for the four canyon facateslas in Figure 4.6. (a) roof facet;
(b) street facet; (c) west-facing wall facet; (d) eastfigoivall facet.

In addition to the effects on the radiation, surface geoynetduces the transfer velocities for
the sensible heat fluxes from the canyon facets (Sectiod)3.Ghis results in a change in the
partition between the ground heat and sensible heat flwitdenfor the canyon facets with more
energy passing into the substrate. This explains the iserigethe bulk ground heat flux observed

in Figure 4.6.

The change in the timings of the peak values of the fluxes inr€id.6 is also partly due to the

reduction in the transfer velocities. A reduced sensibk flex by day reduces the temperature
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of the air particularly during the morning and correspogtiinncreases the surface temperature.
The shape factor effect then slows the radiative coolindhefdurface, maintaining the positive
surface-air temperature differences longer into the radi@n (particularly for the west facing wall
facet). This acts to delay the timing of the peak value of #resible heat flux and delay (slightly)
the transition to stable conditions in the early eveningthBif these features are observed charac-

teristics of the urban energy balance (Cleugh and Oke, 10Bé; 1987).

Figure 4.7 shows that by night the sensible heat flux dessiti@n the three canyon facets
remain small. This is a feature common to a range of canyomge@®s. The sensible heat
flux from the canyon facets can remain positive over nightfghly urbanised cases but the bulk
sensible heat flux is never positive by night as the small fifisam the canyon facets are countered

by a larger negative flux from the roof facet (see Section. 4.7)

45.3 Case study: Surface and boundary-layer temperatures

The surface energy balance is only one part of the energydalaoundary-layer system. Even
small changes in the surface energy balance can lead todhegeyes in the temperature at the
surface or in the boundary layer. Figure 4.8 shows the ditenaperature variation for the surface
(a) and the 15 m potential air temperature (b). Solid linesfar the canyon surfaces, the green
dash-dotted line for the smooth horizontal surface anddtielashed line for the horizontal surface
with increased surface roughness.
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Figure 4.8: Diurnal temperature profiles from the coupled energy badmundary layer model. (a) Sur-
face temperature profiles; green dash-dotted line, smawntace; red dashed line, roughened surface; or-
ange line, roof facet; black line, street facet; blue lingstdacing wall facet; pink line west facing wall
facet. (b) 15 m potential temperature profiles; green dadted line, over smooth surface; red dashed line,
over roughened surface; black solid line, over canyon serfa

Comparing the green and red lines illustrates the effeetisiticreasing the surface roughness
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has on the temperatures. Accompanying an increase in thaitmag of the sensible heat flux
density (Figures 4.6(a) and (b)), there is a decrease in teénmum surface temperature and a
decrease in the diurnal temperature range at 15 m. The swiaahe transfer velocity due to
the increase in the surface roughness length acts to cdupkutface and air temperatures more
strongly. The maximum surface temperatures achieved itablesconditions are therefore re-
duced. By night the principal energy balance is betweentthergl heat flux and the net radiation
resulting in surface temperatures which are very simildrar@ing the surface roughness length
acts to redistribute the energy in the column. The relatixessof the heat capacities of the sub-
strate and atmosphere mean that a small (indistinguishdifiilerence in the substrate temperature
can correspond to a larger difference in the atmospheripdeature profiles at night, as seen in
Figure 4.8(b).

The solid lines in Figure 4.8(a) show the surface tempegatof the canyon facets (orange
is the roof facet, black the street facet, blue the eastfpeiall facet and pink the west-facing
wall facet). The non-uniformity of the solar radiation dwethe elevation and orientation of the
different facets and shadowing are again the dominant pseseacting by day. There is a reduction
in the diurnal range of the surface temperatures and art afffge mean surface temperature. The
reduction in the diurnal range of the surface temperatsregpected due to the increase in surface
area (Section 4.4). The offset in the mean temperaturetsefsaim the shape factor effect on the
net radiation (Chapter 2) and the interactions betweenuhace and the boundary layer. The
shape factor effect acts to reduce the longwave radiatigéngpof the canyon facets, particularly
at night, and gives the warmer nocturnal surface and air ¢eatyres seen in the two figures.
For the geometry considered, the shape factor effect rediheclongwave radiative cooling of
the street facet less than that of the wall facets givingtagie difference between the wall and
street temperatures during the night. The shape factartdffeitself cannot explain the increased
night time temperature of the roof facet when compared tddnzontal surfaces. This increased
temperature arises due the interactions between the swafatthe boundary layer. The reduced
nocturnal cooling of the canyon facets leads to a reductictné cooling of the boundary layer
(the bulk sensible heat flux is reduced) and a reduction igpmeric stability. This reduction in
stability acts to further increase the transfer velocitytfe roof facet {v,.) which is greater than
that of a flat surface (Section 3.6.1). The roof and 15 m teatpezs are therefore more strongly
coupled during the night than a flat surface and the surfaogdeature does not cool as much

despite no radiative impacts on the net radiation.
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Figure 4.9 shows boundary layer potential temperature lpsofiom the three systems con-
sidered every three hours through the day. In each figurel#ol Bolid line is the profile above
the canyon surface, the green dash-dotted line that oventibeth horizontal surface and the red
dashed-line that over the horizontal surface with the imeed surface roughness length. Only the
lowest 500 m of the boundary layer is shown as above this thealifferences between the cases

are small.

Most of the boundary layer remains near-neutral throughmtiay in all of the cases consid-
ered. The neutral profiles are established by deep turbolixitig during the day and maintained
through the night as there are no radiative processes dntiftig boundary layer model and the
turbulent cooling of a stable boundary layer acts only indest layers. The differences between
the neutral parts of the boundary layer profiles result fromdifferences in the time-integrated
sensible heat flux from the three surfaces. The differencdeiprofiles are small since during the
day, when the differences in the surface forcing are gredtesboundary layer is deep, extending

to over 1 km.

In a stable boundary layer, stability effects limit the defitrough which turbulent mixing can
occur and the boundary layer is shallower. Any differencethe surface forcing are therefore
concentrated in this shallower layer and are likely to berefater magnitude. The stability of
the boundary layer is determined by the surface tempetratune therefore the surface energy
balance, and the turbulent mixing within the boundary layene two horizontal surfaces have
approximately the same surface temperature during the (figiure 4.8). The increase in turbu-
lent mixing due to the increased surface roughness lengtbathe nocturnal cooling through a
deeper layer. Increasing the surface roughness lengtiftineracts to deepen and cool the stable

nocturnal boundary layer.

The large differences between the nocturnal boundary dayegr the horizontal surfaces and
the canyon surface illustrate the coupled nature of theesysiThe surface temperatures of the
canyon facets remain warmer than those of the horizontédses (Figure 4.8). With a boundary
layer that has developed with the surface through the dsyathomatically results in a reduction
in the magnitude of the (negative) turbulent sensible heatdhd therefore a reduction in the
stability of the boundary layer. However, two other boundayer processes act to reinforce the
nocturnal thermal differences between the boundary lagees the horizontal and canyon sur-
faces. Firstly, the increase in the bulk surface roughnasste same effect as before acting to

spread the cooling in the vertical. Secondly, the turbuteixing in the boundary layer is stabil-
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ity dependent. A reduction in the stability of the boundaaydr increases the turbulent mixing
allowing heat from the overlying residual layer to be mixesvdwards which reduces further the
stability of the boundary layer by warming the lowest layansl deepening the stable boundary
layer. The combined effects of surface morphology on theggnigalance/boundary-layer system
thus results in deeper, warmer, less stable nocturnal lzoyhayers when compared to a bound-
ary layer over a horizontal surface. These boundary laygufes are commonly observed during

heat island conditions (e.g. Oke and East, 1971).

45.4 Case study: Summary

The boundary layer potential temperature profile and seréaergy balance are interdependent.
Differences between the potential temperature profile oiféerent surfaces relate to physical
processes acting in the energy balance, e.g. the noctumakpheric temperature differences
relate primarily to the shape factor effect on the longwadiation. Increasing the surface area
does act to decrease the temperature variation and redeiamehn flux densities as expected
(Section 4.4); however, the accompanying effects of sarf@ometry often outweigh this simple

expectation.

Surface geometry imposes a number of changes to the sunfi@cgyebalance each with its

own impact on the climatology of urban areas. These impaets a

. Shadowing and the shape factor effect on the net radiatmmgortant effects determining
the magnitude of the diurnal temperature variations. Tlaese&ey impacts explaining the
urban-rural differences in the mean surface temperatuigtangeneration of surface and

near-surface temperature differences during the night @ke, 1987; Oket al., 1991).

. The increased bulk roughness length accompanying the etiarayrface geometry acts to
deepen and reduce the stability of the nocturnal boundgeyr.ldncreasing the bulk rough-
ness length also increases the turbulent intensity of thaeruboundary layer as compared

to rural boundary layers (e.g. Roth, 2000).

. The geometric effect on the transfer velocities for the kdmdreat flux densities from the
canyon facets acts to alter the partition between the gréweadl and sensible heat fluxes.
In conjunction with an interacting boundary layer this exp$ the change in phase of the

terms of the bulk energy balance of urban areas (e.g. Cleng)i®ke, 1986).
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To capture the full effects of surface morphology on the nrbaergy balance all of these impacts

must be incorporated.

4.6 The effects of incomplete treatment radiation

Chapter 2 showed how approximating the net radiation belahthe canyon facets by ignoring re-
flected radiation can yield large errors in the net radidlivees densities calculated. These errors
can have dramatic effects on the modelled energy balancbamitiary layer potential tempera-
ture profile as shown in Figure 4.10. For illustrative pug®a case is chosen when the approx-
imate solutions to the radiation balance are expected todecurate . /w. = 2.75,w /e =
0.5, = 0.75,«a = 0.1). However, some building materials do have emissivitieshid order
(Clarke, 1985). Figure 4.10(a) shows the bulk energy baldrmm the urban street canyon using
the full radiation scheme. Figure 4.10(b) shows the bulkgnéalance from the urban street
canyon where th& ; approximation (only one reflection of radiation is cons@tgrhas been used
for the interacting radiation terms. Figure 4.10(c) shomestiulk energy balance from the urban
street canyon where thHe, approximation (no reflections of radiation are considetesh been

used for the interacting radiation terms. In all figures thed are the same as in Figure 4.6.

Figures 4.10(a)—(c) show that the principal effect of igmgreflected radiation is that the net
radiation is reduced throughout the day. TRe andR, underestimate the incoming radiation
for the canyon facets (see Figures 2.4, 2.6 and 2.7) reguitiithe reduction in the net radiation
as shown in the figure. The underestimation of the net radidtas a large impact on the other
terms of the energy balance and on both the surface and bgulag@r temperatures. Figure
4.10(d) shows the surface temperatures from the two hdaksenrfaces with the same material
albedo and emissivity (green dash-dotted line, the smaatlace temperature; red dashed line,
the roughened surface temperature) and the surface tetumgsraf the street facet from the three
canyon energy balances (black, full energy balance; Mu@pproximation; pinkRy approxima-
tion). The approximations reduce the incoming radiatiod #erefore the surface temperatures.
The accompanying reduction in the bulk sensible heat flunaes the boundary layer tempera-
ture. Although the energy balances of the full aR¢ approximations are similar, the coupled
nature of the energy balance and boundary layer systentgésuarge temperature differences.
The full (infinite reflections) solution for the radiatiortémactions in an urban street canyon should

therefore be used.
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Figure 4.10: The effects of incomplete radiation on the energy balandestreet surface temperature. (a)
Bulk energy balance of the urban street canyon incorpayatinltiple reflections, lines as in Figure 4.6. (b)
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4.7 Sensitivity to urban morphology

The modifications to the local climate induced by an urbara ary across the town or city.
Common features of this spatial variation are a sharp changige climate at the edge of the
city and a core region with large modifications to the climatzated near to the city centre (Oke,
1987). The spatial variation in the modification to the lodahate relates to the spatial variation
in the energy balance and boundary layer. A range of obsenetcampaigns of the bulk energy
balance of urban areas show that the partitioning of enetgydifferent forms at the surface varies
between cities and across individual cities (Grimmond akd,002; Christeet al., 2003). One
possible cause of the variation in the observed bulk eneatgnibe of urban areas is the variation
of the underlying surface morphology. Are the spatial \t&ies in the urban modifications to the

local climate determined by the spatial variation of thdaa?
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The urban canyon energy balance model developed in Seeti@r.3 is used to investigate
the sensitivity of the coupled energy balance and boundsmrisystem to surface morphology.
The urban street canyon has two independent morphologicahgeters, the canyon aspect ratio,
he/w., and the ratiav. /7. In real urban areas both these parameters vary spatiallg;the two
parameters are first varied separately and then variedhtigdn all cases the building height is

constant at 10 m and located af8l) the day considered is the spring equinox.

4.7.1 Sensitivity to the canyon aspect ratio

A key parameter describing the extent of urbanisation i€#myon aspect ratio. Highly urbanised
areas tend to have high canyon aspect ratiggw. > 1, and high building heights. Figure 4.11
shows the diurnal variation of the bulk sensible heat fluxafa) 15 m potential temperature (b)
calculated using the model developed in Sections 4.1-4.8 fange of canyon aspect ratios. For

these cases./r. = 0.5, and the canyon was oriented north-south.

Consider first the variation of the bulk sensible heat fluxhveiinyon aspect ratio. Increasing
the canyon aspect ratio decreases the diurnal range andthomaxvalue of the bulk sensible heat
flux. These effects are partly due to the increase in totdhserarea (Section 4.4). However, the
dominant process occuring is the reduction in the trangfefficients for the sensible heat flux
densities from the street and wall facets as the canyon asm#e increases. A key feature in
Figure 4.11(a) is the delay in the phase of the sensible hegtdb considered in Section 4.5.1.
This is more pronounced as the canyon aspect ratio is iregiaasulting in delayed peak values
and delayed transitions to stable conditions in the eayieg. Grimmond and Oke (2002) show
a reduction in the magnitude of the sensible heat flux and aydalits phase with increasing

urbanisation for a range of North American cities.

The variation in the bulk sensible heat flux influences thendilvariation of the 15 m potential
temperature. The diurnal range is reduced at high canyoectasatios, due to both the reduced
surface forcing (Figure 4.11(b)) and the offset in surfammperatures due to the shape factor
effect on the net radiation. The maximum temperature diffee between the flat surface and the
urban street canyon occurs at dawn in all cases and showsdactegnge as the canyon ratio is
increased from low values. This increase slows markedljz@sanyon aspect ratio increases past
he/we = 1. By night the key terms in the energy balance are the nettiaglilerms which, as

Chapter 2 showed, vary rapidly arouhd/w. = 0.5. At higher canyon aspect ratios the further
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change in the radiative terms are small and result in litieenge in the potential temperature. This
may explain the sharp change in thermal climate from rurabtsurban conditions at the edge of

a city.

4.7.2 Sensitivity to the planar area index

Changes in the planar area index, = 1 — w. /7., more commonly denotes changes in surface
usage than the degree of urbanisation. Residential arpesily have low values of the planar
area index; industrial complexes with low broad workhousgsically have higher planar area in-
dexes. Figure 4.12 shows the diurnal variation of the butisigxe heat flux (a) and 15 m potential
temperature (b) calculated using the model developed itidhsc4.1-4.3 for a range af. /r.
values. For these cases the canyon aspect ratio was coatstapt. = 1.0, and the canyon was

oriented north-south.

Varying w, /7. results in only small changes to the bulk sensible heat fleth& sensible heat
flux from the canyon is smaller than from the roof facet (Setd.5.2) there is a corresponding
decrease in the bulk sensible heat flux.agr. increases. The impacts of varying /r. on the
phase of the bulk sensible heat flux is more complicated. Téwamum bulk sensible heat flux
remains delayed and its timing does not changeas-. is increased. The transition to stable
conditions in the evening varies with, /r.being delayed further as./r. is increased. These
two features would appear to contradict each other if thesigh{ mechanism which causes the

delay in the sensible heat flux is the reduction of the transfocities and the feedback onto the
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boundary layer as suggested in Section 4.7.1.

The explanation for this apparent contradiction lies in i@ phological dependence of the
bulk roughness length and bulk displacement height of tmyaa Increasing the ratio. /7.
acts to decrease the displacement height leading to aras®ia the transfer velocities for the
sensible heat flux. This increase acts to reduce the phamg afehe peak value of the flux from
the canyon fraction of the surface. The delay in the tramsitd stable conditions remains as this

is partly due to the shape factor effect which is not altered.

Increasing the ratiav. /. influences the 15 m potential temperature by reducing thenaiu
variation. This is expected as a greater fraction of theaserfis influenced by the shadowing
and the shape factor effect on the net radiation which bathoaeduce the diurnal temperature
variation. The minimum temperatures do not however ineessmuch as expected as/r.
increases. This is again due to the increase in the transfecities which, during the night, acts

to cool the boundary layer.

4.7.3 Co-varying the canyon aspect ratio and planar area ind ex

Commonly both the canyon aspect ratio and planar area inatyxtegether across a town. Figure
4.12 shows the diurnal variation of the bulk sensible heat(®) and 15 m potential temperature
(b) calculated using the model developed in Sections 8%et.a range of canyon aspect ratios
where noww,/r. = 1/(1 + h./w,) i.e. square bar roughness. For these cases the canyon was

oriented north-south.
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Figure 4.13: Hovmdlller plots of the sensible heat flux (a) and 15 m postteimperatures (b) as the canyon
geometry is varied as square bar roughness. Colour scalieata the variation in W m? (a) and K (b).
Values along the left-hand axis are for the smooth surfatackBines in panel (a) mark the zero contour.

The effects of the initial dip in the transfer velocities fbe sensible heat flux from the street
facet around a canyon aspect ratidpfw. = 0.25 (Section 3.6.2) can be clearly seen in both the
bulk sensible heat flux and the 15 m potential temperaturécpkarly during the day. Otherwise
the two effects of varying the canyon aspect ratio and plaree index together cancel to a large
extent. This is a result of the competing effects of the rédadn the transfer velocities as the
canyon aspect ratio and displacement height are increasad balanced by an increase in the

offset of the temperatures due to the shape factor effect.

These plots show that surface geometry is a more importéattehan the increase in total
surface area. A&./w, is increased past 0.5 the diurnal range of the 15 m poteetiapérature
increases which is counter to the effect expected due totirease in total surface area (Section
4.4). For instance the difference between the minimum teatpees over the canyon and flat
surfaces for a canyon aspect ratio/Qf/w. = 3 is smaller than for a canyon aspect ratio of
he/we = 0.5. This is illustrates that the boundary layer responds tdthle energy balance. For
the geometry considered, at high canyon aspect ratios tfeceuresembles a flat but displaced
surface (see Figure 1.5(c)). The bulk energy balance thiergdrincipally resembles that of flat

surface despite the increase in surface area.

4.7.4 Sensitivity to canyon orientation

A geometric factor not considered in detail until now is thieotation of the canyon. Figure 4.14

shows the diurnal variation of the bulk sensible heat fluxafa 15 m potential temperature (b)
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diurnal variation of the sensible heat flux diurnal variation of the 15m potential temperature
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Figure 4.14: Hovmdlller plots of the sensible heat flux (a) and 15 m postteimperatures (b) as the canyon
orientation is varied. Colour scales indicate the variatio W m—2 (a) and K (b). Values along the left-
hand axis are for the smooth surface. Black lines in panehéak the zero contour.

calculated using the model developed in Sections 4.1-4.Bé&full range of canyon orientations.

For these cases the canyon geometry indsv. = 1.0 andw, /r. = 0.5.

Canyon orientation primarily influences the direct comptraf the solar radiative flux den-
sities (Appendix A). It also influences the transfer veliesitfor the sensible heat flux through
the relative orientations of the wind and canyon as desgnbeSection 4.2. Given the physical
processes acting it is therefore unsurprising that canyientation should play a role. Of the two
processes, the impacts of canyon orientation on the radiétilance are more pronounced. The
boundary layer potential temperature shows a clear asymprdeting the day when the impacts
on the direct solar radiation occur but little asymmetryidigithe night when only the impacts on
the turbulent fluxes are acting. The variation of the bulksg@a heat flux with canyon orientation
is of a comparable magnitude to the variation with the plamaa index or square bar roughness.
Energy balance models for use in numerical weather predictiodels should therefore account

for real scale variation in canyon orientation.

4.7.5 Sensitivity to urban morphology: Summary

This work has shown that the impacts of surface morphologtherbulk energy balance of, and
boundary layer over, an urban area is a key factor detergnthimmodifications to the local climate
by urban areas. The effects of surface morphology on theledumergy balance/boundary layer
system explains the changes in magnitudes and phases efitiedf the bulk energy balance and

goes towards explaining the observed variation in bountdar potential temperature across an
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urban area (e.g. Oke, 1987). The work reinforces the iddatbacanyon aspect ratio is the key
geometric parameter determining the thermal effects obtlilding array (Okeet al., 1991) but in

a context which includes a turbulent sensible heat flux andtanacting boundary layer.

The canyon aspect ratio is not the only geometric parambétris important. Although of
lesser importance, the planar area index does affect tkeehakgy balance and the boundary layer
and can counter the effects of increasing the canyon aspigat Similarly, the orientation of the
street canyon affects the coupled system markedly. Thistational effect must be considered
when devising a energy balance model for urban areas fomuspdrational weather prediction

models where the canyon orientation may not be known andfrydefined.

Varying the canyon parameters shows that surface morphalogts own cannot explain a
key observed feature of urban areas, namely the maintemdigcpositive bulk sensible heat flux
through the night (e.g. Oket al,, 1999). In all cases the one-dimensional boundary layereinod
gives a stable boundary layer during the night. An explanais that in this one-dimensional
model the only process which cools the boundary layer is ativegbulk sensible heat flux. During
the night the dominant feature of the energy balance is leage radiative cooling at the surface
which, in all cases considered here, cools the surface tetyse below that of the overlying
boundary layer air by early evening. To maintain a boundaygi that is cooler than the surface
and thus a positive bulk sensible heat flux during the nighttsgrved in heat island conditions,
a physical process is needed which cools the boundary layaheaad of the surface induced
cooling. An investigation into the physical processes Wiian accomplish this are considered in

Chapter 6.

4.8 Summary and conclusions

Chapter 4 considered the influence of surface morphologyheiinteractions between the urban
energy balance and overlying boundary layer. An urban gneajance was formulated from
the facet-averaged energy balances of the four facets oftem street canyon and coupled to a

one-dimensional boundary layer model (Busthal, 1976).

The influence of surface morphology on the energy balancestvasn to explain several key
features of the energy balance of urban areas. In an urbarite@@artitioning of energy between
the ground heat flux and the turbulent sensible heat flux éseadtto favour the ground heat flux

(e.g. Grimmond and Oke, 2002). The net radiation remainsoxppately the same with the
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peak value of the sensible heat flux occuring later and a gerexfuction in the magnitude of the
sensible heat flux by night (e.g. Cleugh and Oke, 1986). Ttesgares are explained primarily by
the shape factor effect on the longwave radiation, i.e. sofike incoming long-wave radiation

for the canyon facets originates from the other canyon $aaetl not the sky (Chapter 2). The
reduction in the transfer velocities for the sensible haat dlue to surface geometry is important

in altering the phase of the terms of the bulk energy balance.

Observed climatological features of the urban boundargriaan also be explained by the
influence of surface morphology on the processes coupliagtinface and boundary layer. The
boundary layer over the canyon surface is shown to varg litttm that over a flat surface by
day despite the large differences in surface forcing buh wignificant thermal excesses during
the night (e.g Atkinson, 1985). This results from the degdtthe boundary layer over which the
differences in forcing are exerted (deep by day, shallowigkithand illustrates the importance of
the boundary layer in controlling the depth and magnitudiefurban heat island (e.g. Arnfield,
2003). Nocturnal urban boundary layers are seen to be déeggewindy, and less stable than their
rural counterparts (e.g Atkinson, 1985). Here it is showw Barface morphology controls these
differences. The key physical process resulting from serfaorphology is the shape factor effect
on the net radiation but other processes such as the indreagace roughness and variation of
the turbulent fluxes with geometry are also important. Thater processes are important when

explaining changes in the phase of the individual terms @billk energy balance.

The variation of the surface morphological influences onehergy balance and boundary
system also explain, to some degree, the spatial pattertige afrban modifications to the local
climate. Forinstance the shape factor effect has a rapiet asghe canyon aspect ratio is increased
past 0.1, which may explain the sharp transition in climathea edge of cities (e.g. Oke, 1987).
Additionally, the core regions of cities experience theydet perturbations associated with the
largest canyon aspect ratios and therefore largest shajoe &fects. Although the canyon aspect
ratio is the dominant geometrical ratio, the planar areaxmdbes influence the energy balance
and boundary layer most notably through the induced chaagthe turbulent exchange. Surface
morphology is, however, unable, on its own, to explain thénteaance of positive sensible heat
fluxes and neutral urban boundary layers during the nightis Kby observation of the urban

boundary layer is considered further in Chapter 6.
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A simplified urban energy balance

5.1 Intoduction

The modifications to the local climate induced by urban amasbe instantaneously large and
qualitatively important for their occupants (Oke, 1987;bDartet al,, 2000) therefore requiring
accurate forecasts. Evidence for the urban modificatiohefdcal weather comes from rainfall
distribution changes (e.g. Cotton and Pielke, 1995), thaydaf frontal systems (e.g. Loose and
Bornstein, 1977; Bornstein and Thompson, 1981) and thggedng of convection (e.g. Bornstein
and Lin, 2000; Rozoff and Adegoke, 2003) as well as the urlee island studies (see Arnfield,
2003, for a review). Urban areas, however, remain a smallifna of the total land surface area of
the Earth and there is little evidence to indicate that udraas significantly modify the weather
away from the local area. A possible method of forecastimgwkather within urban areas is to
take forecasts from numerical weather prediction modelsdb not incorporate urban areas and
statistically downscale offline for the urban areas. Given degree of interaction between the
boundary layer and urban energy balance shown in the prewbapters it is unlikely that this
approach would be satisfactory across the full range ofrushafaces and synoptic conditions.
This poses a problem of how best to, and the required detedeteto, incorporate urban areas

into numerical weather prediction models.

At the heart of this problem is the issue of scale (Sectiolh I.the previous chapters showed,
and much of the current understanding indicates (Brittdrtéanna, 2003), that much of the impact
of urban areas is determined by physical processes actithg atreet scale and the subsequent
feedback through the boundary layer. Numerical weathatigtien models act at the city (or at
most the neighbourhood) scale seeking to predict the bidictsfand not the fine scale features.

Methods must therefore be identified which enable the inspaftthe street scale processes on the

102
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neighbourhood scale to be captured which rely only on infdiom known at the neighbourhood

scale and without the complexity of working at the streetesca

Accompanying this issue of scale is an issue of complexibye Urban canyon models possess
a large number parameters specific to the street scale whishba specified (e.g. Masson, 2000).
Two issues relate to these parameters when working withimemigal weather prediction models.
Firstly, working at the neighbourhood scale implies tha #ariation in these properties across
the neighbourhood cannot be captured. Which value of thasseters is representative of the
neighbourhood and how should they be determined? Gros§iaake et al. (2003) illustrates
the complexity required to calculate some of these parasiétem reality at only a moderate
resolution. Secondly, the averaging length scale on wihiekd parameters are calculated requires
careful consideration. Is it possible to relate this lengthle to the resolution of the model or
some physically relevant length scale? Within climate nilodg where whole cities can fit into

one grid box, both of these issues will be even more complex.

The parameterization of the surface energy balance witlinamnical weather prediction mod-
els must be kept as simple as possible. All of the major typagtmn energy balance model
(Section 1.3) have been incorporated into mesoscale wepthdiction models (Best, 1998a;
Taha, 1999; Massoat al,, 2002; Martilli et al., 2002). Only the simple energy balance model
of Best (1998a, 1999) is currently operational; the othedet® have been used to investigate
specific events such as the heat island and urban circudafi@ina, 1999; Lemonsu and Masson,
2002; Martilli, 2002). The current Met Office Unified Modelrface exchange scheme, MOSES
(Esseryet al.,, 2001, 2003), is configured for surface heterogeneity baobtsconfigured to allow
for directly interacting surfaces. The urban street canyodel presented in Chapter 4 has direct
interactions between the wall and street facets in bothatiative and turbulent terms (Sections

4.2.1 and 4.2.2). It would be desirable therefore if theseraction terms can be approximated.

This chapter therefore focusses on possible ways to appat&ithe urban canyon energy bal-
ance so that it can be incorporated into numerical weatheigtion models yet which preserve
the most significant features of the urban energy balancéghtigihted in Chapter 4. Two ap-
proximations to the full urban street canyon energy balanodel are presented in Section 5.2.
A comparison between the two approximations and the fuleswhis presented in Section 5.3.
Finally, results from this chapter will be used to addregsdbmplexity of the model of the urban
energy balance model required and the specification of medjuhput parameters in numerical

weather prediction models.
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5.2 Approximations to the urban street canyon model

To simplify the urban street canyon model (Section 4.1) tpgraximations to the full urban street
canyon model are investigated. Firstly, an average oveaalyon orientations is taken to account
for uncertainties and variation of the canyon orientationdal towns. This involves averaging
the direct solar radiation term for the wall and street faeetd averaging the wind speeds parallel
and perpendicular to the street canyon when determiningeistance network for the turbulent
sensible heat fluxes. This model resultant after this appration is denoted as th€,; scheme.
This approximated model could not be incorporated into tleent MOSES scheme as it still
retains interaction terms. Secondly, one of two furtheraximations was applied; a one facet
approximation (denoted th&; scheme) or a two facet approximation (denoted faescheme).
These two further approximations are used to determinextieeeof simplification possible while
capturing the most significant impacts of the urban stregfaaenergy model on the bulk energy

balance and boundary layer.

Both theF; and F, schemes are formulated by taking averages, weighted bgcsudrea, of
the temperature profiles in the substrate of the differenyaa facets and calculating how this
averaged profile would respond to the averaged surface yebhaignce. In theF; scheme the
temperature profiles of the two walls and street facet areageel. This leaves two facets, the roof
facet and the composite canyon facet, with their energynoak interacting solely through the
inertial sub-layer. In the; scheme the temperature profiles of the two wall, street anfdfacets
are all averaged. Figure 5.1 shows schematically the thifeenses with the shading indicating
those facets which respond to a common energy balance. Bttlkse approximations could be
incorporated into the current MOSES scheme as the interatgrms are removed although their

effects on the averaged temperature profile are kept.

a) b) c)
Figure 5.1: Schematic of the three approximations to the full urbanestcanyon energy balance model

- the shading indicates separate substrate temperatuilegrdqa) theF, scheme with four temperature
profiles; (b) theF; scheme with two temperature profiles; (¢) thescheme with one temperature profile.

A key part of the averaging process is that the influences mfara geometry on the energy
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balances are maintained. Consider firstfiescheme; a temperature profilg, is formulated as
the average, weighted by surface area, of the temperatofieep(T;, 1., andT,, together with

an average volumetric heat capacity for the three faggtg namely

(we + 2he) T]—‘2 = weTst + he (Tuw + wa) ) (51)

(we + 2he) Csry = WeCsst+ he (Csuw + Csdw) . (5-2)

The energy balance to which this temperature profile resp@ngiven as

Try1)2 Az 0Tt 1/2 Ty 1/2 w12
A 2 pu— _—_— _— .
% Cs Fy ot we + 2h, WeCs st ot + NeCsuw a1 + heCs qu ot , (5.3)
Az

- m [we(l - ast)Rsfst + he(l - auw)}?sfuw + he(l - adw)[?sfdw + ... )

where the subscript, refers to the surface layer of the substrate and the tildeates the orien-
tational average. The approximati@ty = Ti,., = Tq, = T#, is used in all terms including the

interaction terms present on expanding the square brackets

Applying the approximatioy; = Ty, = T4, = T, can introduce differences in the bulk
energy balance obtained from titg@ and.F, schemes as well as the energy balances for the indi-
vidual facets. These differences arise from the averaditgyms involving the co-variation of the
temperature profile and facet specific parameters. For deattmg sensible heat flux density out
of the canyon air volume is given b, = pc,w. (6(22) — 1), whereT is a linear combination
of the facets’ surface temperatures as given by Equatid®)4Unless the transfer velocities;,
Wy andwy,, are equal then applying the approximation will introducesamor in7,. and there-
fore H. from the 7, and 7, schemes will differ. Similarly differences between the tsahemes
can arise through the co-variation of the temperaturesetiifierent facets with the direct solar
radiative flux densities, with the thermal conductivitiesheat capacities of the substrates, or with
the shape factor effect on the longwave radiative flux dessitPart of this work is to assess the
importance of these co-varying terms in determining thé lemergy balance of an urban street
canyon. Differences between the two schemes can be redfaia a feedback occuring through
the influence of stability on the turbulent mixing in the bdary layer and the subsequent impacts

on the bulk sensible heat flux.
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The differences between ttf§ and.F, schemes imposed by averaging these co-variating terms
are however expected to be small for two reasons. Firsitydifierences between the tempera-
ture profiles of the separate facets (thescheme) and the averaged temperature profilefthe
scheme) are much smaller than absolute value of the teraperdthis implies that the differences
in the emitted longwave flux densities will be small. Secgntlie effects of surface morphology
on the facet specific parameters and the individual termbhegnhergy balance are commonly a
factor of two or more. This is commonly much greater than tagation of the facet specific
parameters between the different facets. It follows thatdifferences between the two schemes
resulting from averaging the three temperature profileshgilsmall when compared to those as-
sociated with the combined effects of surface morpholodye &xception to this general rule are
the impacts of averaging the direct solar radiative flux diesswhich is the primary cause of
the differences between the facets (Section 4.5). It fadltvat convoluted canyon morphologies,
which impose greatly different direct solar flux densitiestioe wall and street canyon facets, are

likely to impose large differences between theandF, schemes.

In practical terms, the influence of surface morphology @nrtsistances to transport {rg)
and on the canyon air temperature (Equation (4.16)) is kejpthe possible differences between
the surface temperatures in Equation (4.16) have been esim@&imilarly, the surface tempera-
tures used in the calculation of the emitted longwave raigrom the canyon facets are now
equal but the effects of surface morphology on the shaperfaffiect and multiple reflections of
radiation (Chapter 2) are kept. In this way the influence ofa®e morphology on the radiative
and turbulent sensible heat fluxes is preserved but now thawely one surface and substrate

temperature for the three canyon facets.

The F; scheme is formulated in an equivalent way. A temperaturél@r, is formulated as
the average, weighted by surface area, of the temperatafieeprof all four facets together with

an averaged volumetric heat capacity for the facgts, namely

(Te + 2he) T]-‘l = wTlg + (Te - we)Trf + he (Tuw + wa) ) (54)

(7"@ + Qhe) Csr; = WeCsst + (7"@ - we)csrf + he (Csuw + Csdw) . (55)
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The energy balance to which this averaged temperaturegrefiponds is

8T]:1 1/2 - AZ Wae aTStl/Q
ot ret2h | % Ot

o7, 1/2 o7, 1/2 aTd 1/2
gt/ + heCs uw lgl; / + heCs aw 5;/

Azcs g,

+(re — We)Csrf (5.6)

Differences between thg&,; andF; schemes occur as with tl¥e, scheme. Here, however the
differences between the co-variation terms of the rooftfaoce of the street and wall facets are
larger than those between the street and wall facets andesaging over the co-varying terms is

expected to lead to larger differences.

The evolution of the temperature profiles (Equations (51 €.4)) requires two boundary
conditions. The first boundary condition is given by expagdeEquations (5.3) or (5.6) but the
second boundary condition is a final consideration. Thi®sg@doundary condition is only of
concern if the depth of the substrate is shallow enough tletdturnal signal is influenced by
the boundary condition (Section 4.5). Here this boundanditon is a weighted average of the
boundary conditions on the facet substrate temperatufégsrand the depth of these substrates

is sufficient that the boundary condition does not play aiant role.

5.3 Comparison between the F;, 7, and F, schemes

For any simplification of the urban street canyon energyrualao be useful, the bulk energy
balance and boundary layer potential temperature profileald be similar to theF, scheme.
The three schemes were used for the same forcing conditio8eaion 4.5 for a range of canyon

geometries.

Figures 5.2 and 5.3 show the differences in each of the tefithg @nergy balance between the
Fy andF4 schemes (left panels) afl andF, schemes (right panels). In each case the solid line
is the difference in net radiation, the dashed line the diffee in the bulk sensible heat flux and
the dash-dotted line the difference in the ground heat fline [€ft and right panels are plotted on

the same vertical axis for ease of comparison.

Figure 5.2 shows how the different schemes fare as the casact ratio is varied for a con-
stant value ofw./r. = 0.5. As the averaging of the direct solar radiative flux densitieposes

the largest differences between the schemes it is expeastcht low canyon aspect ratios the
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Figure 5.2: Differences between the energy balances of the three ajppatinns. Left panels, differences
between ther; and.Fy; right panels, differences between theand.F,. Black solid lines, difference in the
net radiative flux; green dash-dotted lines, differencééground heat flux; red dashed lines, difference in
the sensible heat flux. Panels (a) andi{bjw. = 0.25; panels (c) and (d)./w. = 1.0; panels (e) and (f)
he/we = 2.0; all panelsw, /7. = 0.5.
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three schemes should be similar. Indeed at small canyortasg®s (top panels, /w. = 0.25)

both approximations are accurate with differences of orfgmapercent occuring. As the canyon
aspect ratio is increased (middle panelgw. = 1.0, bottom panels:. /w. = 2.0) both approx-
imations become less valid, however the scheme becomes much worse than fescheme.
The differences between tt#§, and 7, schemes can be as much as 40% of the value of the flux
itself. This degree of error renders thg approximation of little practical value. Thg, scheme
remains accurate for all canyon aspect ratios. A similaepaf differences occurs if the canyon

geometry is varied with the square bar geometry (see Setfio8).

Figure 5.3 shows how the differences between the three ssheary asv. /7. is varied and
the canyon aspect ratio is held constant:atw. = 1. The degree of variation between the
cases shown is smaller than when the canyon aspect ratidéslyaowever, there are differences
in this variation between the two schemes. The differenegsiden theF, and F, schemes
always remain small but are greatest wheyyr. is high (bottom panetv./r. = 0.8). The
differences between th&; and F,; schemes is greatest at intermediate values gf. (middle
panelw./r. = 0.5). The degree of agreement between fheand 7, schemes shows that the

averaging over the co-varying terms does not impose laffgrahces.

A comparison of the timings of the maximum and minimum valokthe terms of the energy
balance for the three approximations shows no change inhheeg of the fluxes with the ap-
proximations. This suggests that the physical procesgesni@ing the phase shifts in the urban
energy balance, namely the effects of surface morphologh®wliffuse longwave radiation and
the transfer velocities, have been preserved. Compariyathue of the fluxes at specific time al-
lows a quantitative examination of the differences betwiberapproximations. Table 5.1 gives a
comparison of the differences in the maximum ground heatifiween the three schemes across
the full range of surface morphologies. This quantitatimalgsis confirms the qualitative analysis
from Figures 5.2 and 5.3 and illustrates the importance @fibn-uniformity of the direct solar

radiative flux densities in determining the bulk effect df tirban street canyon.

The F, approximation (bracketed numbers) is always more acctinate theF; approxima-
tion (unbracketed numbers). Both approximations degradeh canyon aspect ratios due to the
averaging over the canyon facets which removes the nowmumify of the solar forcing (Equation
(5.3)). The two approximations show different patternsvasr. is varied. This again relates to
the non-uniformity of the solar forcing, only this time iffees to the non-uniformity between the

fully lit roof facet and the partially lit canyon facets. Tt& approximation is least accurate at
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Figure 5.3: Differences between the energy balances of the three ajppatinns. Left panels, differences
between ther; and.Fy; right panels, differences between theand.F,. Black solid lines, difference in the
net radiative flux; green dash-dotted lines, differencééground heat flux; red dashed lines, difference in
the sensible heat flux. Panels (a) and«h)r. = 0.2; panels (c) and (dp./r. = 0.5; panels (e) and (f)
we /1. = 0.8; all panelsh. /w. = 1.0.
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Table 5.1: Difference (%) in the maximum bulk ground heat flux from therféacet model and the two
approximate models for a range of canyon geometries. Ukbtag numbers refer to th#, approximation;
bracketed numbers refer to the approximation.

he/We

025 | 05 | 1.0 | 20 | 40

0.2 |[1.0 (<0.1)[3.5 (0.4)8.2 (0.3]]17.6 (0.2 26.7 (0.1
0.35| 1.1(0.1) [3.2(0.2)8.0 (0.4)18.6 (0.4)26.5 (0.6
05 || 1.2(0.1) [2.9 (0.3]7.9 (0.5)16.9 (0.5) 20.5 (1.2
0.65 || 1.1 (0.2) [2.7 (0.5) 7.3 (0.7)[10.2 (0.7) 14.6 (0.9
0.8 || 0.9(0.2) [1.0 (0.3]4.8 (0.6) 6.3 (0.6)| 7.5 (0.7)

We/Te

high values ofw. /r.. The averaging of the solar forcing over the canyon facetsoist prominent
for these surface morphologies as the non-uniformity behatee roof and canyon is preserved.
Conversely, ther; approximation, with the additional averaging over the raakt, is least valid
at low to mid values ofv. /7. This reflects both averaging across fully lit and partiéitlgurfaces
and the surface area onto which the direct solar radiativeislimpinging (Equation (5.6)). The
values of these differences shows that for a wide range ofozamorphologies the~, approx-
imation is sufficiently accurate that other uncertaintiethe model will introduce larger errors
than this approximation. However, there is only a limitedga of canyon morphologies where

the 7, approximation is sufficiently accurate for use.

Figure 4.10 showed that small differences in the bulk enbejgince can result in large differ-
ences in the boundary layer temperature profile. Figurettows the impacts that the differences
in the bulk energy balances from the three schemes have dootiedary layer potential tem-
perature for the case study considered in Section 4.5. Tdek lslolid line is the boundary layer
potential temperature from thg, scheme, the red dashed line is that from fhescheme, and
the green dash-dotted line that from tii¢ scheme at midday (left panel) and midnight (right
panel). The differences between the potential tempergiaes show the same characteristics
as in Section 4.5.3 with small differences during the daylarger differences at night relating as
before to the depth of the boundary layer on which the diffesairface forcings act. Reflecting
the small differences between the bulk energy balances thest, and 7, schemes, there is no
distinguishable differences between the potential teatpes profiles from these two schemes. A
larger difference is observed in the potential temperguoéiles from the#; and 7, schemes at

midnight, which is sufficient to invalidate the approxinwaiti
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Figure 5.4: Potential temperature profiles from the three approximatio(a) Profiles at midnight; (b)
profiles at midday. Black solid line, profile from th#€, scheme; red dashed line (overlying solid black
line), profile from theF, scheme; green dash-dotted line, profile fromMescheme

5.4 Summary and conclusions

Chapter 5 considered the complexity of urban energy balaradel needed to capture the prop-
erties of the urban street canyon in as simple a method agf@ms3Iwo approximations were
compared to the orientationally averaged form of the urb@ergy balance model presented in

Chapter 4 across a range of surface morphologies.

From this comparison we conclude that, provided the sulesttepth is deep enough that the
diurnal signal is not influenced by the bottom boundary ctimal two facets are needed to repre-
sent urban areas in operational weather prediction modedingle-facet surface energy balance
cannot simulate the bulk energy balances or potential testyoe profiles from two or more inter-
acting surfaces. This includes the single-facet surfaegggrbalance where the interaction terms
have been preserved in an approximate form. Differencescdordetween the four-facefy)
and two-facet schemeg{) but these are smaller than errors expected due to undeain other
parts of the model. The approximate solutions also showk@esocted, that the influence of surface
morphology is most keenly felt with highly convoluted suwda. This is due to the thermal differ-
ences that occur over the roof and within the street canydrenhe canyon aspect ratio is high

due to the shadowing, and hence non-uniformity, of the tiselar radiation.

This chapter has shown that the averaging of the direct sathation is the primary cause of
differences in the bulk energy balances of the fotf;)( two- (F2) and one-facet®;) schemes.
Therefore the orientational averaging performed to accémuncertainty in the orientation of
street canyon in real cities plays an important role in deii@ing the accuracy of, in particular, the

F5 scheme. In a system where the orientational averaging haokea performed the difference
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between the solar fluxes for the wall and street facets isteyread therefore thé scheme
would not perform as well. However, the sensitivity to camyarientation of the full canyon
energy balance model is sufficiently large (Section 4."4j tinless there is a known preferred

canyon orientation the orientationally averaged streey@a energy balance should be used.

These approximations do not address the complexity of thetiparameters needed. The
surface material properties are now averaged and so caasuimably take measured values and as
such now resemble tunable parameters. Other parametérastiee mean building height, canyon
aspect ratio, planar area index and bulk roughness lengthinetied to the surface morphology
and require determining from the surface land usage. Ineaddrg the length scale over which
these properties should be averaged there are two natitealacr Firstly, parameter changes on
less than two grid lengths act as numerical noise. Seco@dleal and Belcher (2004) and Barlow
et al. (2004) show there is an adjustment length scale for the méaoh and turbulent exchange
when a flow impacts on an array of buildings. Averaging ovegragth scale less than either of

these two lengths is therefore unreasonable. Chapter @ddless this issue further.

Finally, Chapters 4 and 5 have shown that all aspects ofcirfeorphology play an important
role in determining the urban impact on the local climatepanticular, any model for the urban
energy balance which does not include the impacts of surferphology on the radiation balance,
on the bulk roughness length and displacement height angeamitbulent exchange is unlikely to

be valid across the full range of urban surfaces.



CHAPTER SIX

Adjustment of the boundary layer over urban areas

6.1 Introduction

Much consideration has gone into understanding the impmdatsban areas on the local climate
in terms of the characteristics of the local buildings (ermrphology, material properties (Oke
et al, 1991)). In particular, the influences that these charaties have on the energy balance
and boundary layer system must explain many of the obsernffedethces between urban areas
and their rural surroundings. Clear relationships do exé$tveen some climate diagnostics and
these characteristic properties of urban areas (e.g OB&)1Blowever, the hoped-for correlation
between the spatial variation in the surface morphology thedspatial variation of the urban
impacts is not found. For instance, Barriagal. (1985) show that while the spatial variation of
the building geometry and the differences in the streetasertemperature in Malmo, Sweden is
highly correlated, the correlation with the differencesear-surface air temperature (the urban
heat island) is much smaller and often not statisticallyificant. Now the interactions between
the surface energy balance and the boundary layer are kegténngining the urban impacts on
the climate. Therefore to fully understand the causes dafethimpacts both the surface and the

boundary layer need to be correct.

Chapter 4 considered the effects of surface morphology eretiergy balance and boundary
layer in a fully equilibrated, one-dimensional, scenafiibe spatial scale of most urban areas (1—
10 km) is usually much less than the fetch required to estallifully equilibrated boundary layer
(e.g. Garratt, 1992). Additionally, urban areas themselwe rarely homogeneous because the
building characteristics typically vary on short (100’s kength scales. The continual adjustment
of the boundary layer as it progresses across an urban atreaésore likely to play a key role in

determining the impact of an urban area.

114
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The equilibrated scenarios considered in Chapter 4 shdwadrtany observed features of ur-
ban areas can be explained by the effects of surface mogpholothe energy balance. However,
some key observed features of the urban impact were notegatisly captured. Firstly, the diur-
nal variation in the atmospheric urban heat island is contynalbserved to peak a few hours after
dusk (Oke, 1987), whereas the one-dimensional model hapdaking at dawn. Secondly, the
potential temperature profiles of the boundary layers odemuareas and their rural surroundings
approach each other at high altitudes (Oke and East, 197ike uhe one-dimensional simula-
tions. Finally, the bulk sensible heat flux is observed toaienpositive over night (e.g. Olat al.,,
1999) whereas the one-dimensional model cannot sustaisitivpcheat flux after sunset. This is
particularly important for applications considering pibn dispersal as the degree of turbulent
dispersion is determined by the stability of the boundaygta
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Figure 6.1: Diurnal profiles of the surface temperature of the east taaiall (a) and the bulk sensible heat
flux (b) calculated using the coupled canyon energy balandédaundary layer model of Chapter 4. Solid
line, case where the wall and roof facet internal tempeeatwary with a zero flux boundary condition;
dash-dotted line, case where the internal building temperas raised but still varies according to a zero
flux boundary condition; dotted line, the internal builditggnperature is raised and fixed (the case shown
in Chapter 4); dashed line, as dotted line with the mateniaperties of the wall facets altered so that

the depth of penetration of the diurnal temperature si{rmlz (86400k:/7rcs)1/2) is doubled. This is
representative of an uninsulated wall.

A range of physical mechanisms have been proposed to expl@aimaintenance of neutral
nocturnal boundary layers including changes in the bujjdivaterial properties, increased storage
of energy during the day which is then released at night atldr@mogenic heat sources (e.g.
Oke, 1987). Sensitivity studies with the coupled energpibat-boundary layer model show that
the stable nocturnal boundary layers are always genenataedne-dimensional setting. Varying
model properties such as the surface material conductartesabcapacity and raising and fixing
the internal building temperature do play a significant ioldetermining the substrate temperature

profiles (see Figure 6.1(a)). However, none of these charegsts in positive nocturnal bulk



CHAPTER 6: Adjustment of the boundary layer over urban areas 116

sensible heat fluxes (Figure 6.1(b)). Stable boundary $ager produced despite large changes in

the surface and near surface temperatures; this agaitralies the coupled nature of the system.

A positive bulk sensible heat flux requires the surface teatpees, in some suitably aver-
aged sense, to be warmer than the potential temperature ofdttial sub-layer. During the early
evening and night the dominant processes occuring in tHacgienergy balance is longwave
radiative cooling. Therefore to maintain a positive bulksble heat flux through the night re-
quires that the boundary layer air cools ahead of the surfad¢e only process acting to cool
the boundary layer in the one-dimensional boundary layatahis a negative bulk sensible heat
and therefore stable boundary layers are generated dinéngight. The divergence of longwave
radiative fluxes in the atmosphere can cool the boundary.|&j@wvever, the urban surface cools
less than the rural surroundings due to the shape factat @fféch reduces the divergence of the
radiative fluxes and the subsequent cooling of the boundemr lover an urban area. Therefore
if radiative divergence in the boundary layer is the explimmafor positive nocturnal heat fluxes
this should occur more often over rural areas than urbarsavbih is not the case. Furthermore
anthropogenic heat sources act to warm the surface anduréaresboundary layer which cannot
explain the boundary layer cooling. Together this suggtets another physical mechanism is

responsible for the generation of positive nocturnal d#dagieat fluxes.

Figure 6.2: Schematic of the adjustment of nocturnal boundary layefilpsato a warmer, rougher urban
surface. Solid line, vertical profile of the wind respondingncreased roughness and displacement. Dash-
dotted line, potential temperature profile eroding thelstdlbundary layer due to the warmer surfage.
denotes the distance from the change in surface type.

This chapter investigates whether or not advection cana@xphese observations. If it can
then advection is expected to also play a key role in deténgpithe evolution of the heat island
measured within the urban canopy of real cities. A simple-divoensional scenario is considered,
namely the adjustment of a fully equilibrated rural bougdawer to an urban surface, as shown

schematically in Figure 6.2. The method used to incorpdi@eadvective process is described

in Section 6.2. The impacts of advection on the temperatangsthe surface energy balance
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are described in Section 6.3 and finally, the implicationshif work for operational numerical

weather prediction models are considered in Section 6.4.

6.2 Representation of advection in a one-dimensional setti ng

The adjustment of the boundary layer to an urban area reqthie¢ advection from one surface
to another is possible. There are a range of methods to devttich include using a full three-

dimensional atmospheric model (e.g. Lemonsu and Mass@2) 20sing a two-dimensional tran-
sect model (e.g. Bornstein, 1975) or parameterising amredt a single column model. For

simplicity, this last approach is taken here.

The adjustment of a boundary layer in equilibrium with thergy balance of a flat (smooth)
surface to the energy balance of the urban canyon surfacedstigated. The diurnal cycle of
the boundary layer over the flat surface is calculated as mp@in 4. The prognostic equations
for the atmospheric boundary layer over the canyon surfapeogriate to this two-dimensional

advection problem are

ou _Ou _ 10, —

E—i—u% = —f(v—vg)—pgz (,ouw), (6.1)
ov 0o _ 10 —

o Tige — fEmv =S bvw), ©2
900 06 10, ——

where the pressure perturbation te(ﬁp’ / 8x) and the co-variation terms (e.g!0u’/0z) have
been neglected in Equations (6.1)—(6.3). The transitiothénsurface type occurs along the line
y = 0 so thatd/dy = 0. The pressure perturbation term has been shown to be s/l fagm
the immediate change in surface type for a change in surtaghness (Belchast al,, 1990) and
with a change in displacement height (Belckeal, 2003). The co-variation terms are neglected
using a scaling argument. As before the turbulent fluxes aranpeterised using the first-order
closure, turbulent diffusivity approach (Appendix B) wilfy, and K, determined from the local
wind and potential temperature profiles. The surface baynztanditions are determined from the

Reynolds stress and the bulk sensible heat flux at the surface

To incorporate advection into the one-dimensional colunudeh the advection terms (e.g.
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w00 /0x) must be approximated. The approach used is here is a simgtlerfiler finite difference
approximation. Given an upstream boundary layer prafjles,., andd,., the advection terms in

the boundary layer are approximated by

ou U — Uy

— = A4
Y ow b L, "~ (6.4)

o0v U -,

o6 -4,

whereL . is the distance from the change in the surface type. Thisldietbapproach has been
successfully used to incorporate the effects of local atitwein the UK Met Office Site Specific
Forecast Model and shown to be accurate at least for smelidst(Clarket al,, 1997; Dunlop
and Clark, 1997; Clark and Hopwood, 2001). The influence efctirange of surface type on the

upstream profile (e.g. Belchet al, 2003; Coceal and Belcher, 2004) is not considered here.

Hence in practice, two models are run together in paralliestliz, the one-dimensional model
of Chapter 4 is run to determine the temporal evolution oftthendary layer over the homoge-
neous flat surface. Secondly, the one-dimensional modetpocating the advective terms is run
over the urban canyon surface. The two models are run symahsty with matched time steps to
enable the vertical profiles of the wind and potential terapge to be used in the advection terms
over the urban canyon surface. The two models have been ruanréinge of fetchesl,,.. The
sequential adjustment of the boundary layer as it progsesser the new surface is allowed for by
the fetch dependence of the advection terms. Close to thmgehia surface type the fetch is small
and the advection term strongly forces the boundary lay#files towards those of the upstream
boundary layer. Conversely at large distances from thegdhansurface type the boundary layer
evolves in equilibrium with the new surface and the advectarm plays little or no role in de-
termining the evolution of the boundary layer. The energatee of the urban street canyon has
been orientationally averaged to represent the variatiGtreet orientations across a real city as
discussed in Chapter 5. The influence of advection and faidie surface and boundary layer
temperatures and on the bulk energy balance are considetee next section. The particular
case considered is the case study of Chapter 4, namely where= 0.01 m, h./w. = 1.0,

we/re = 0.5, at 60N on the spring equinox. The surface material propertiehale constant at
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kE=0.75WK mtandes = 1.5 x 106 IK tm=3.

6.3 Impacts of advection

A number of processes occur as a boundary layer passes frersudiace type to another. Both
a dynamical adjustment due to a change in the roughnes$langdtthe displacement height and
a thermodynamical adjustment due to a change in the enetgndeacan occur with distance
from the change in surface type. The quantitative impacthede processes, and the sequential
adjustment and feedback through the boundary layer, orulkeshergy balance of the urban street
canyon and on the boundary layer potential temperaturesskhn assessment of the importance

of advection.

6.3.1 Diurnal cycle of temperatures

The diurnal pattern of the surface and near-surface air déeatyre is affected by the adjustment
process within the boundary layer. Figure 6.3(a) shows thandl pattern of the street surface
temperature and Figure 6.3(b) the diurnal pattern of the J®tential temperature for five cases
considered. The thin solid line shows the profile for the tgash flat surface and is that given
in Section 4.5. The thick solid line shows the profile for thygiiébrated urban canyon surface
(i.e. no advection term). The dash-dotted, dotted and dilétes show the profiles for the urban
canyon surface at distances of 100 m, 1,000 m and 10,000 msti@am of the surface change

respectively.

street surface temperature (K)

15m potential temperature (K)

0 é 6 é £2 1‘5 1‘8 él 2‘4 2‘7 30 3E’> 36 0 é é é 1é 1‘5 1‘8 2‘1 2‘4 2‘7 36 3‘3 36
a) local solar time (hrs) b) local solar time (hrs)
Figure 6.3: Diurnal temperature profiles from the coupled model incoafing advection. (a) street sur-
face temperature; (b) 15 m potential temperature. Thirddimle, upstream profile; thick solid line, fully
adjusted profile; dash-dotted line, profile after 100 m adjesit to the new surface; dotted line, profile

after 1,000 m adjustment to the new surface; dash-dottedpirofile after 10,000 m adjustment to the new
surface.

The effects of urbanisation on the surface and near-sutémperatures are mainly felt during

the night time. The surface temperature is shown to adjuteaedocal canyon morphology after
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even a very short fetch. Only 20-25% of the difference betwbe two equilibrated profiles
occurs between fetches of 100 m and 10,000 m fetch showinghhadjustment process is of
secondary importance when considering the street surdaapdrature. The physical mechanism
dominating the surface temperature change is the shapw fefféct on the net radiation. This
process depends only on the local geometry and thereforgoaomediately at the change in
surface type. The large reduction in the maximum streetasarfemperature (as compared to

Figure 4.8(a)) is due to the orientational averaging peréa on the canyon energy balance.

The 15 m potential temperature shows a different dependetitbefetch as seen in Figure
6.3(b). By day, the differences are small due to the largéhdeyer which differences in the sur-
face forcing are spread in unstable conditions. By nightyewer, the 15 m potential temperature
shows little change at short fetches unlike the street satiemperature. Indeed, even at a fetch of
10,000 m the 15 m potential temperature still does not agprtzat of the equilibrated boundary
layer! Only approximately 60% of the difference betweentibendary layer profiles over the flat
and canyon surfaces occurs by a fetch of 10,000 m. The boytager potential temperature is
dependent on the bulk surface energy balance and on thetaavetthe upstream profile. These
processes require time to alter the boundary layer profiiewintroduces a fetch dependence on
the urban impact modelled. The adjustment process alstaffee surface with 25% of the urban

impact on the surface temperature occuring in the adjugtprecess.

6.3.2 Diurnal cycle of the energy balance

Changes in the boundary layer potential temperature psddite caused by changes in the bulk
surface energy balance. The adjustment of the boundary tayetherefore also be observed in
the bulk energy balance. Figure 6.4 shows the diurnal psofifeahe bulk sensible heat flux from
the five cases considered earlier. The differences betweeprbfiles are small, as the radia-
tive forcing and material properties are the same in all galset there are important qualitative

differences.

Negative sensible heat fluxes occur around dusk in all fivescaEhe strong radiative cooling
of the surface is sufficient to produce stable boundary fayEhe surface cooling of the upstream
surface is stronger than that of the canyon surface (theeshaapor effect) and, over time with at-
mospheric mixing, is sufficient to cool the upstream neafase air temperature below the surface

temperature of the canyon surfaces. The advection of thikrear-surface air over the warmer
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Figure 6.4: Diurnal profiles of the bulk sensible heat flux from the codpfheodel incorporating advec-
tion. Thin solid line, upstream profile; thick solid line,lfuadjusted profile; dash-dotted line, profile
after 100 m adjustment to the new surface; dotted line, jgrafter 1,000 m adjustment to the new surface;
dashed line, profile after 10,000 m adjustment to the nevasarf

canyon facets then triggers positive nocturnal sensibé fhexes from the canyon surfaces. A
positive sensible heat flux acts to cool the surface and wlaerboundary layer reducing the mag-
nitude of the sensible heat flux with distance travelled.réfuge the region that releases positive
sensible heat flux is restricted to the region of the urbaa r¢he vicinity of the surface change

(Figure 6.5).

6.3.3 Adjustment with fetch

There are a range of length scales on which the atmosphersuafate variables respond to a
change in the surface type. Knowledge of these length ssateeded when deciding how best to
incorporate the adjustment process into numerical wegtleeliction models. For instance, a rapid
adjustment can be incorporated by simply changing the patearmalue(s) responsible. However,
for a longer adjustment, where the both mean and final effeaisbe needed, more care needs to
be taken. Figure 6.5 shows transects of boundary layer grepeacross the homogeneous urban

area at midnight (thick lines) and at dawn (thin lines) anolghthe length scales of adjustment.

Figure 6.5(a) shows transects of the street surface tetoper@olid lines) and 15 m potential
temperature (dash-dotted lines) with distance from thengban surface type. For reference,
the upwind surface temperature at midnight is 277 K and atndawv273 K. The upwind
15 m potential temperatures take the same value as at zeho Tétere are two adjustment length
scales influencing the change in surface temperature with.f&irstly, there is the short (m’s to
instantaneous) adjustment due to the shape factor effettteonet radiation. Secondly, a longer

length scale (10’s km) relates to the adjustment of the bagnidyer as the wind, turbulence and
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Figure 6.5: Transect of atmospheric variables from the change in seifigme. Thick lines, transects at
midnight; thin lines, transects at dawn 6 hours later. (&idime, street surface temperature; dash-dotted
line, 15 m potential temperature; (b) 15 m wind speed; (ck behsible heat flux.

potential temperature profiles adapt to the changing seigaergy balance. Within the boundary

layer this second length scale dominates.

Figure 6.5(b) shows the transect of the 15 m wind speed. Thme Wind speed is influenced by
two length scales. The first, dominant, length scale (1-2 tafa}es to the adjustment to the new
bulk roughness length and displacement height. The seemgih scale relates to the dependence

of the mean wind profile on the stability of the boundary lagied hence to the changing surface

energy balance.

The surface energy balance is influenced by both the winddspeg the boundary layer po-
tential temperature. Therefore all the length scales fiustishent are present in the transect of the

bulk sensible heat flux (Figure 6.5(c)). Note that althoughstreet surface temperature is greater
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than the 15 m potential temperature for all fetches consiti¢Figure 6.5(a)) the bulk sensible
heat flux is negative for large fetches due to a larger negdiix into the roof facet (cf. Figure

4.7). The adjustment process within the boundary layerrisefib by the changing bulk sensible
heat flux. As the bulk sensible heat flux is determined by thitase morphology and surface
temperatures (adjusting instantaneously) and the bouydager wind and potential temperature
(adjusting on length scales of 1-2 km'’s) it is unsurprisihgttthe full adjustment to the new

surface type occurs on a range of, and notably long, lengtles.c
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Figure 6.6: Variation of atmospheric profiles with fetch from the sudagpe change. Boundary layer
potential temperature profiles at midnight for various iete from the change in surface type (solid lines)
as indicated by the bottom scale. Dashed line in each patied ispstream boundary layer profile.

The adjustment of the boundary layer has many charactarisfi the growth of a thermal
internal boundary layer. Figure 6.6 shows vertical posgrigmperature profiles at midnight for
a range of fetched, .. The maintenance of high surface temperatures due theéstiesurface
geometry on the net radiation acts to retard the cooling eftbundary layer near the surface.
Turbulent mixing establishes well mixed, or slightly sibprofiles in the lowest layers of the
boundary layer in association with the warmer surface teatpees. This mixing also creates
a shallow layer above the well mixed layer which is coolemtliae upstream boundary layer.
The depth of the atmosphere affected by the change in thacsui$ clearly determined by the
upstream profile and the surface thermal difference. Thig#tes that in real cities the depth and
magnitude of the urban canopy and boundary layer heat slareintimately linked to the state
of the upwind rural boundary layer and determined, in partthe adjustment processes. These
profiles match closely the form, if not quantitatively, thauindary layer profiles observed by Oke

and East (1971) over Montréal at dawn. The advection psoats® gives the similarity of the
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urban and rural boundary layer profiles at altitude (Figufg,avhich was a weakness in the one

dimensional model.

The upstream boundary layer profiles in real life will be #ha$ the surrounding rural coun-
tryside and not that of a flat, smooth, dry surface. Moistlayga particularly important role
in determining the energy balance and boundary layer psofileural areas (e.g. McNaughton
and Spriggs, 1986) and will therefore impact on the adjustroéthe boundary layer to an urban
surface. In rural areas moisture acts to decrease the swéatsible heat flux as well as to de-
crease the surface and boundary layer temperatures dherdpy. The advection of this cooler
boundary layer over an urban surface will result in largeues of the bulk sensible heat flux by
day and night, reduced daytime temperatures and a gretdbrdeurban surface generating pos-
itive nocturnal sensible heat fluxes when compared to theidmylations. For instance, an order
of magnitude estimate of the impact of incorporating a taterat flux equal to the sensible heat
flux by day and zero at night (a Bowen ratio equal to 1), indéisdhat this would have the effect
of extending the region of positive nocturnal sensible lieaes out to 5 km from the change in
surface type at dawn. Moisture will also affect the timingted maximum heat island intensity,
which is a weakness in the one dimensional model, through itotlirect influence on the refer-
ence rural boundary layer and also indirectly through theeetibn process. A full investigation
of the impacts of moisture on the energy balance of urbarsagd on the adjustment process

remains for future work.

6.4 Summary and implications

This chapter investigated the adjustment of the boundamsr land surface energy balance to an
urban area. The advective terms in the boundary layer weagporated into the coupled canyon
energy balance and boundary layer model using a methodvingoa relaxation to the upstream
boundary layer. Coupling the boundary layer modelled oviatasurface to the boundary layer
over the canyon energy balance allowed the adjustment dfdbedary layer and surface energy

balance to the effects of surface morphology to be investiha

Adjustment was seen to be a key process affecting the suefaergly balance, as well as the
boundary layer dynamics and thermodynamics of the urbam akéthe surface, the urban im-
pact on surface temperature is felt almost immediatelyuiinothe shape factor effect. In the

atmospheric boundary layer the urban impact is felt eptitt@lough the adjustment process. The
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interactions between the boundary layer and the energydmlact to provide a further 25% of

the urban impact on the surface temperature.

The adjustment processes occur on a range of spatial seadeth@ugh a range of physi-
cal mechanisms. The shape factor effect on the net radiatidrthe dynamic adjustment to the
increased roughness and displacement occur on short Isogtibs. The thermodynamic adjust-
ment, accomplished through the interactions of the boynldster and the energy balance, occurs
on longer length scales. This combined adjustment prosdssind here to require over 10 km of
uniform surface to become fully equilibrated. A key ressilthiat the adjustment process can allow

the generation of positive nocturnal sensible heat fluxes.

There are a range of implications of this simple study. Th@kahas shown that neutral
nocturnal boundary layers can be explained by the adjustpreness without the need to invoke
large anthropogenic heat fluxes. The adjustment procesdikely to equilibrate in real life as
urban areas typically vary their characteristics on mudahrteh length scales than those shown to
be required for full adjustment. Successive adjustmentstizen realise large regions of urban

areas which can release positive nocturnal sensible heasflu

Adjustment on length scales shorter than the grid spacidiffisult to incorporate into numer-
ical weather models. Together with the long length scaleired for thermodynamic adjustment
this poses problem in determining the morphological prigeirepresentative of an urban area.
For instance, suppose that within one grid box of a numeviesther prediction model there are
two successive changes in urban surface. The adjustmearggsraould then generate two regions
of the urban area with positive nocturnal sensible heat flax®l thus give a positive heat flux for
the grid point. With only one representative set of valuegtie morphological properties of the
urban surface, the numerical weather prediction model evbalunable to incorporate the succes-
sive adjustments without increasing the resolution. Negatocturnal sensible heat fluxes could
then be predicted for the grid point even when incorporatiregurban energy balance. Finally, the
adjustment process will, in some way, also determine whetheh individual urban area is large

enough that it needs to be incorporated into numerical veegttediction models.

Advection and the accompanying adjustment processesniltiei boundary layer have been
shown to play an important role in the simple case consideeed. It is suggested that advection
plays a key role in determining the impact of real urban aceathe local surface energy balance

and boundary layer.



CHAPTER SEVEN

Conclusions

7.1 Summary of thesis

Urban areas pose a complex problem for the atmospherictistibecause of the complexity of
the surface and the turbulent nature of the planetary bayrdger. Despite large differences in
building configuration, for example, between individudbam areas, there are common themes in
the observed modifications of the local climate by urbansarb&aban areas are generally warmer,
less windy and drier in a relative sense than their rurabsundings, with these differences varying
on all time and space scales. The large differences betwibam @reas make the understanding
and prediction of the modifications to the local climate bydvan area difficult primarily because

there are a large number of plausible causes.

The characteristic common to all urban areas are buildiBgsldings impose two properties
on the surface of an urban area. Firstly, the total surfage igrincreased from that of a horizontal
surface. Secondly, there is necessarily a change igd¢benetryof the surface to accommodate
the increase in total surface area. Together these prepexdimprise thenorphologyof the urban
surface. It is suggested that a cause of the modificatiorettotal climate by urban areas results
from the combination of the effects of surface morphologgwidver, the full impacts of just the

surface morphology on the urban climate had not been imgadsti thoroughly before this study.

Urban areas are surface features and so impose their mtdificaf the local climate by
altering the surface energy balance and wind stress. Igdarthe profiles of wind, temperature
and humidity in the atmospheric boundary layer are altefesdthe surface energy balance itself

is determined in part by these profiles, the surface and tayrdyer form one coupled system.
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The aims of this work were therefore:

. To investigate thoroughly the influence of surface morpgplon the individual terms of

the surface energy balance of, and boundary layer, ovenzas.

. To establish which of the observed urban modifications ofdbal climate can be explained
by the combined effects of surface morphology and to propdteenative physical mecha-

nisms for those that cannot, and finally

. to establish a method to incorporate urban areas, notablgftbcts of surface morphology,

into numerical weather prediction models.

To address these aims a generic unit of the urban surfacg,walshn street canyon, was used
as the basis for a model of the surface energy balance of an area. The energy balance of, and
boundary layer over, flat surfaces were compared with theeewban street canyon surfaces to
investigate the influence of surface morphology on the iddi&l facet-averaged and bulk energy
balances, on the surface temperatures and on the profilesndfamd potential temperature in
the boundary layer. A range of analytic, experimental antheénical methods were used in this

investigation.

The first aim of the work was addressed in Chapters 2 and 3. t@hapand Appendix A
considered the effects of canyon geometry on the radiativee$l A matrix method (Sparrow
and Cess, 1970) to calculate the facet-averaged net rediftix densities for a street canyon,
incorporating multiple reflections of radiation, was prase. This method was compared to two
approximate, and commonly used, methods incorporatingeftection of radiation (e.g. Johnson
et al, 1991) or no reflections (e.g. Noilhan, 1981) across a widgaaf canyon geometries. The
effects of canyon geometry on the flux densities and bulkatadi balance were considered as

well as the validity of the two approximate methods.

Chapter 3 considered the turbulent transfer within an udieget canyon. A model for the
facet-averaged turbulent flux of a scalar, such as heat, éach facet of an urban street canyon
was presented. The influence of canyon morphology on thelembe within the boundary layer
above the buildings and within the street canyon was ingatpd into the model. Model predic-
tions compared well with observations from Barlow and Betct2002) and Barlovet al. (2004)
and were used to give insight into the important physicatesses responsible for the turbulent

transfer close to the surface of an urban area. The morpicaladependence of the ground heat
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flux in an urban area is dependent solely on the surface atkauasface temperature variation so

was not considered in detail.

Results from Chapters 2 and 3 were used to formulate the wtbagt canyon energy balance
as presented in Chapter 4. The canyon energy balance modealonpled to a one dimensional
boundary layer model (Busdt al., 1976) to allow the interactions between the surface anddou
ary layer that are present in reality (e.g. Brubaker and latiei, 1996; Raupach, 2001) to occur.
This coupled model was then used to investigate the depeead#rthe average energy balances
of the canyon facets, of thaulk energy balancéor the entire canyon unit and of the boundary
layer state to surface morphology. Additionally the modekwised to determine qualitatively
which observations of the urban maodification of climate carekplained by surface morphology
alone. Chapter 5 addressed the final aim of identifying a ateth incorporate urban areas into
numerical weather prediction models. The full four facetyzm energy balance was averaged in
two ways (two facets - canyon and roof, and only one facetstess the degree of complexity

needed to capture the effects of the urban street canyon.

Chapter 4 illustrated that some key features of the urbarifioation of climate, notably posi-
tive nocturnal sensible heat fluxes, cannot be explainedysioy the effects of surface morphology
on the bulk energy balance and boundary layer. Chapter 6tigaged possible causes for this fea-

ture, notably the advection of a rural boundary layer ovenrdian area.

Throughout this work the individual results are relatedvwo toncurrent themes - these con-
clusions will address these themes in turn. Firstly, theeiase in surface area and the geometry
of the surface influences all parts of the energy balancedsmy layer system. Net changes often
result as the residual between opposing changes imposée byd properties. Secondly, the sur-
face energy balance and boundary layer form one system;am®tbe done without the other.

Changes in one part of the system may relate to physical ggeseacting on a separate part.

7.2 Conclusions

Surface morphology influences the urban energy balance réagh bboundary layer by increasing
the total area of the surface available for energy exchangebs deforming the surface. The
increased total surface area of an urban area reduces tmitauggof the average flux densities of
all terms in the energy balance from the horizontal and e@rsurfaces given the same external

radiative forcing (Sections 2.5, 3.9, 4.4 and 4.8). Therdiltemperature variation at the surface
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and near surface is therefore also reduced. However, theaise in total surface area acts to
increase the bulk flux of longwave radiation away from the @abphe convoluted surface with a

corresponding decrease in the bulk sensible and bulk grbeatfluxes (Section 4.4).

Accompanying these changes due to surface area is a ranffeat$ @nposed by the geometry
of the surface. Firstly, given the same atmospheric ancserfemperatures, the bulk radiative
and bulk sensible heat fluxes are increased in magnituds.ig diespite the flux densities on the
individual facets decreasing. This therefore illustrates competing influences of an increased
surface area and surface geometry. Secondly, the incoraimgywiave radiation for the canyon
facets partly originates from the other facets and not thye Jkis shape factor effeateduces
the magnitude of the net longwave radiative flux densities aots to offset (usually positively)
the mean surface temperature. Thirdly, shadowing and ttilnation of surfaces results in a
non-uniform distribution of shortwave radiation onto ttagon facets. Finally, surface geometry
acts to increase the roughness length and displacemertit iefgresentative of the mean wind
in the boundary layer over an urban area which is correspghdireduced. These processes,
notably the reduction in the turbulent flux densities, aterpartitioning of energy into its various
forms compared to a horizontal surface and act to changehihsep of the fluxes. A roughened
surface without surface geometry is unable to reproducsetbffects and can give opposite results

(Section 4.5).

The boundary layer plays a key role in determining the madalifimis to the local climate by
urban areas. By day, when the differences in the energy dmlgue. the bulk sensible heat flux)
between different cases are large, the increased deptk bbiimdary layer acts to spread the dif-
ference in the surface forcing in the vertical. This, togethith the offset in surface temperature
due to the shape factor effect, results in small thermakuifices in the boundary layer by day.
Conversely by night, when the differences in the bulk sdegikeat flux between cases are small,
the reduced depth of the stable boundary layer allows ldrgaral differences. This process,
in conjunction with the offset in surface temperature du¢hto shape factor effect, means that
the observed diurnal cycle of the surface and near-surfackimal urban heat islands (e.g. Oke,

1987) can be explained in terms of surface morphology alone.

Stability effects within the boundary layer act to reinferthe differences between the bound-
ary layers over an urban canyon and flat surface, partiguthrting the night. The increased
roughness and mixing due to geometry act to increase theeeffic of the turbulent transport

of heat between the atmosphere and the surface. This migasottiurnal atmospheric cooling
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through a greater depth of the boundary layer. This in tuduces the stability of the nocturnal
urban boundary layer. A reduction in the stability of the hdary layer increases the turbulent
mixing which reinforces the nocturnal thermal differencéke combined effects of surface mor-
phology therefore act to produce warmer, deeper and leBk stacturnal boundary layers over

urban areas.

The variation of these effects with canyon geometry qualily explains some of the spatial
variation in the urban modifications to the local climate ttWicreasing urbanisation (increasing
canyon aspect ratio) the near-surface nocturnal thernomhalies increase in magnitude as seen in
spatial maps of the mean urban heat island (Oke, 1987). Asatigon aspect ratio is increased the
canyon bulk energy balance is altered in two ways. Firseylhlk sensible heat flux is decreased
in magnitude with its peak value and the transition to stableditions delayed (as observed by
Grimmond and Oke (2002)). Secondly the bulk ground heat 8tuirdreased in magnitude with
its peak value occuring earlier during the day (as obseryedibugh and Oke (1986)).

The coupled nature of the surface energy balance and bgutadear is highlighted further
when explaining positive nocturnal sensible heat fluxeg ddvection of a stable (rural) boundary
layer over an urban surface was shown (Chapter 6) to be ailplawsiuse for this characteristic
feature of urban areas. A one dimensional coupled modelablario produce positive nocturnal
sensible heat fluxes unless a mechanism is introduced taiplecthve boundary layer and surface
temperatures. Including the advection process in the taryridyer provides this mechanism and
enables positive nocturnal sensible heat fluxes to be gederd he urban boundary layer heat
island was seen to take the form of a thermal internal boynidseer (Section 6.3; Oke and East,
1971). When advection is included in the model the surfaeenal anomalies are also altered:
Only at a fetch of some 20 km are the thermal anomalies eqtiatone dimensional simulations.
The variation in spatial patterns of the urban heat islang. @raveset al, 2001) can then be
interpreted as the variability due to advection of différadjusting boundary layers over the same
urban surface. The energy balance, dynamic and thermodgnapacts of urban areas should
therefore be investigated using a coupled boundary laydaee energy balance model where the
full effects of surface morphology have been incorporat€dher features of urban areas (e.g.
building material properties) can influence the urban meatifon of the local climate but play a

secondary role.

The geometry of the urban surface allows the energy balari¢he different building facets to

interact directly. This is a property of the urban surfaaesfbich the surface exchange schemes of
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most operational weather prediction models are not cordyuHowever, providing the impacts
of surface morphology on the radiation, bulk roughnesstkenulk displacement height and
turbulent transport are kept, the bulk energy balance fitoerfdur-facet urban street canyon can
be successfully approximated using two facets (Section F8ese two facets are an unchanged
roof facet and a canyon facet which is the average of thetstrektwo walls weighted by surface
area. The bulk energy urban street canyon cannot be sugltesgiproximated across the full
range of urban morphologies using only one facet due, pifyntr the non-uniformity of the

direct solar radiation.

There are a number of caveats to attach to these resultdy,Riie assumption that the energy
balance of urban areas can be represented as that from & gkuan street canyons requires
investigation. Care needs to be taken when extrapolatimy the street canyon studies to real
urban areas (see Section 3.7). Massbal. (2002) has shown that an energy balance model based
on an urban street canyon gives reasonable prediction® aitberved energy balance in a range
of locations. However, this work forces the energy balanith wbservations and therefore does
not allow the coupled nature of the system to develop. Howekie processes highlighted here

(surface area, geometry and the coupled system) applytafiwaly to any array of buildings.

Secondly, urban areas cannot be considered to be dry. Mwistas ignored in this study
to reduce the number of processes. Therefore comparistwedre the energy balance of, and
boundary layer over, the flat and urban canyon surfaces mialgenimdicative of the differences
between urban and rural sites. Moisture is known to play gromant role in the energy balance
of an urban area during and after rain events (Landsberd,) 298 there is increasing interest in
the role of dew fall in urban areas (e.g. Richards and Oke2R0®dditionally, moisture will play
a significant role in determining the upstream boundaryrlayleen considering the adjustment
process (Chapter 6). The coupled nature of the energy lmkmt boundary layer implies that
this will affect, quantitatively at least, the results cemting the generation of positive nocturnal

sensible heat fluxes.

Finally, the anthropogenic heat flux in urban areas althaaghmonly small may be sufficient
to explain some observations of urban areas. Anthropodensing can influence the surface
energy balance directly (e.g. the maintenance of internddlibhg temperatures as done here) or
indirectly (e.g. traffic induced turbulence (Rabal, 2002), or heat emissions directly into the
boundary layer (Kannast al., 2003; Sailoret al., 2003)). These forcings may be important in

specific cases (e.g. Ichinoseal,, 1999; Spronken-Smitét al., 2003) and in explaining the timing
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of transitions between stable and unstable conditions.

7.3 Impact on the wider picture

This work complements and adds to a range of existing worls Wbrk confirms the conclusions
from the work of Okeet al. (1991) that the principal causes for the urban modificatmithe
local climate arise through surface morphology, with thigding material properties (notably the
thermal admittance) playing the second role. This work shthvat these conclusions hold when
the turbulent fluxes and the interactions between the bayridger and surface energy balance

are included.

Other urban energy balance models exist (e.g. Masson, Ka@@kaet al., 2001; Grimmond
and Oke, 2002; Martillet al, 2002; Vuet al., 2002) which do not incorporate the dependence of
the energy balance on surface morphology to the extent ®fstidy. This work has shown the
impact that a few additional processes can have on the moeeictions, notably the inclusion
of multiple reflections of radiation and the inclusion ofliulent fluxes which depend on the
surface morphology and the overlying boundary layer charatics. While the impact that these
processes would have on these models is not immediatelpwdyviheir impact on this work
is significant and suggests that the properties of the cdugpystem (the balance between the
increased surface area and geometry on the bulk fluxes fonpga should be present in any

model of the energy balance of an urban area.

Realisation of the importance of the boundary layer overutman area in determining the
energy balance and the temperature profiles is relativaiyto¢his field. The boundary layer was
seen to be a controlling influence on the turbulent fluxes hacdkfore the surface and near-surface
temperatures. Cataet al. (2003) observed a similar dependence on the boundary lagmriént
intensity when considering the ventilation of pollutantsnfi a street canyon. The adjustment of
the boundary layer as it progresses over an urban area, gadticular the generation of positive
nocturnal sensible heat fluxes, is of particular importaimca variety of applications. Future
work into the energy balance of urban areas must considertigyy balance and boundary layer

together especially when considering the sensitivitiethefenergy balance.

This work as a whole has confirmed the need for models of thgghalance of an urban area
to incorporate surface morphology. Most of the bulk impadtarban areas on the local climate

can be captured using relatively simple methods providedfali range of physical processes
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resulting from surface morphology are incorporated in libthenergy balance and the boundary

layer.

7.4 Future work

This work has developed understanding of the mechanisnrgaghich determine many of the
modifications to the local climate made by urban areas. Hewdlrere are a number of avenues

which remain to be investigated or which have opened dudsantbrk.

Application of the naphthalene sublimation technique feasuring the facet-averaged turbu-
lent fluxes can be extended in two ways. Firstly, alternaiiv@ dimensional geometries could be
used to validate the model developed in Chapter 3 and famalige canyon orientations. Sec-
ondly, the technique could be applied to a three dimensiamaly of buildings. This second use
would allow an assessment of the differences between twdhaed dimensional geometries and
indicate whether the urban street canyon should be used exseaig unit of an urban area. This
broader aim could also be investigated by extending theatiaditransfer model (Chapter 2) to

three dimensions and comparing the results to the existioglimensional calculations.

Moisture in the urban energy balance is a key issue to addreas operational setting, where
representative surface types for the grid points are reduthis could be achieved by allowing a
dry urban surface but reducing the fractional area occupjettie urban surface surrounding each
grid point. This method may not, however, succeed duringadtet rain events. An alternative
method is to incorporate a shallow pond model on the stregttr@of facets as part of the street

canyon energy balance.

The specification of input parameters for real urban arefisevdjuire care. Using the urban
street canyon as the generic unit of the urban surface imthie the geometric ratids. /w. and
we/r. be related in some fashion to the real urban morphology. Thace roughness length,
displacement height, radiative fluxes and turbulent fludedepend on the characteristic ratios in
different non-linear ways. There is therefore a difficuliytihe specification of the urban canyon
parameters which preserves all of these properties of wateas. A related problem is that within
numerical weather prediction models these input parametdirbe representative of the area sur-
rounding the grid point. However, in real urban areas theatttaristic ratios vary on length scales
smaller than the numerical weather prediction models’-goght separation. It is not immediately

obvious how these input parameters should be chosen in trgeeserve the mean bulk energy
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balance.

The individual terms of the energy balance model develoged have been compared to either
existing methods or new data. However, the full energy lianodel remains to be validated.
Such a validation would require the careful consideratiba mumber of points. For instance, can
observations be made of the modelled variables e.g. faeet@ed energy balances? Additionally
should one attempt to validate the entire boundary laydase energy balance model or just the

surface component?

A final section of future work is the implementation of an urtenergy balance into an opera-
tional numerical weather prediction model. Chapter 4fiied the properties that such a scheme
should possess and Chapter 5 a possible method to do this.i@plemented, and questions over
the input parameters have been overcome, several questiarise addressed. Firstly, is there an
improvement of the forecast of local properties, e.g. theestsurface temperature? Secondly, is
there an improvement in the forecast at larger (city or negfjoscales? Finally, is there evidence
of urban areas influencing mesoscale or synoptic scale erfghtures? A related but separate
issue is the relation of this work to canopy models. Theseaisddave been applied to incorpo-
rate vegetation and urban areas (e.g. Best, 1998a) intorifaaiveather prediction models. This
approach has been successfully used to predict the spatiataged mean winds through urban
areas (Belcheet al., 2003; Coceal and Belcher, 2004) and progress has been ovealels incor-
porating surface morphology into the energy balance forraanucanopy (e.g. Vet al,, 2002).

A common method to deal with both the dynamic and thermodymaspects of the influence of
any surface type on the boundary layer within numerical hargprediction models may therefore

be possible.
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Solar radiation in an urban street canyon

Solar radiation on arbitrary surfaces

The wavelength-integrated shortwave radiative flux dgnsitinsolation, received at the top of the
atmospherek(;,,, is primarily determined by the position of the Earth relatio the Sun and solar
activity. The insolation received at the Earth’s surfacditi@hally depends on the latitude, time of
day, elevation and orientation of the surface as well asitizdi processes within the atmosphere.
Both the direct and diffuse components of the solar radidtiux density for an arbitrarily inclined
and oriented surface are needed to provide a solar forcinpdsurface energy balances described

in Chapter 4.

Figure A.1: Relative surface area for a surface oriented to a solar ray.

Consider first the geometric dependency of the direct saldiative flux density that results
from the variation in the direction of the sun’s rays. Defihe solar incidence angl@;, to
be the angle between the normal to the surface and the syssaral denote the direct solar
radiative flux density onto a surface normal to the sun’s esy/s | (i.e. incorporating atmospheric
radiative effects but no geometric effects) as shown infiéigul. For a horizontal surface the solar

incidence angle is equivalent to the solar zenith arglés the surface need not be normal to the

135
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Figure A.2: Schematic of the unit vector aligned with a solar ray; (ayatien; (b) orientation.

sun’s rays the surface are4;, onto which the solar flux impinges is increased through argsiic

factor given by

A = A, cosb;, (A.1)

and hence the flux density onto the surfalgy, is decreased to ensure conservation of energy to

Ky = K| cosb;. (A.2)

The angle between any two vectors,andn, and hence between the normal to a plane and a
line, can be calculated using the scalar product{ = |m||n|cos ;). The geometric dependency
of the direct component of the solar radiative flux densitydio arbitrary surface can therefore be
determined by calculating the unit vectors of the normahgurface and of the sun’s rays (e.qg.
Owczarek, 1997). For convenience these are expressedria tiatitude ¢, Julian day number,

d,,, and time of dayh(t).

Consider first the vector describing the direction of theascdys in a cartesian system at the
Earth’s surface aligned with theaxis pointing vertically upwards, the-axis pointing due east
and they-axis pointing due north. The solar rays will impinge on theface with an elevation

angle,», and azimuthal angley, as shown in Figure A.2.

The unit vector for the solar ray in terms of the elevationlarmmd azimuthal angle is:

cos Y(t) sin a(t)
m = | cosy(t)cosaf(t) | - (A.3)
sin(t)
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Spherical geometry (Owczarek, 1997) gives that the veetaan be written in terms of the

latitude, ¢, solar declination anglé, and time of dayh(t), using the following identities,

cosy(t)sina(t) = cosd(d,)sinh(t), (A.4)
cos(t)cosa(t) = —sind(d,)cosd + cosd(d,)sin ¢ cos h(t), (A.5)
siny(t) = sind(d,)sin ¢ + cosd(d,,) cos ¢ cos h(t). (A.6)

The declination anglej, measures the tilt of the Earth’s rotational axis relatvéts orbital
plane and can be determined from the Julian day nunahethrough Equation (A.7). The time
of day, h(t), is measured as the fraction of the day (in radians) withllnoan being zero; the

relationship to the local solar time,is given by Equation (A.8).

2n(d,, — 172)
L) = 0.4102 LA A7
5(dy) 0.410 cos[ 365 } (A.7)
t—12
h(t) = 2 . A.8
(1) = 2w, (A8)
The unit vector describing the direction of the solar rayherefore
cos 0 sin h(t)
m= | —sindcos¢+ cosdsinpcosh(t) | - (A.9)

sin § sin ¢ + cos d cos ¢ cos h(t)

Consider now the unit vector normal to a planar surface wétegion angles to the horizontal

and orientation angl€ from the north in the same cartesian coordinates as showiguimg-A.3.

The unit vector ns found to be

sin G sin 2
n= | sinfBcos |- (A.10)

cos 3
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Figure A.3: Schematic of the unit vector normal to an arbitrary surféapelevation; (b) orientation.

The cosine of the incidence andlés therefore:

costy=m-n = a1(¢,0,53,9Q) + az(p, 9, 3,Q)cos h(t) + asz(, 0, 3,Q)sin h(t), (A.11)

wherea; = sind(sin ¢ cos 3 — cos ¢sin 5 cos ), (A.12)
as = cosd(cos¢cos 3+ sin ¢sin [ cosQ), (A.13)
& a3 = cosdsinFsin. (A.14)

Note that for a horizontal surfacg,= 0, then as expected

cos @ = sin d sin ¢ + cos § cos ¢ cos h(t). (A.15)

A final condition is that the solar flux density for any surfae@not be negative i.eos 6; < 0

in Equation (A.2) cannot happen.

Radiative processes within the atmosphere and diffuse radi ation

Geometry also effects the fraction of radiation which istterad and absorbed by the overly-
ing atmosphere. Scattering and absorption are both presedsich are determined by the path
length of the sun’s rays’ passage through the atmosphegselrocesses can be captured simply

through the optical depth of the atmosphetg,defined as

K| /Kioq = exp{—Tgsec}, (A.16)
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where the surface receiving the radiation is at ground lemdlthesec 6 term represents the path
length dependence of scattering and absorption of radi#timugh the atmosphere. The optical
depth of the atmosphere is heavily dependent on atmospbenistituents, cloud amounts and
their properties. For the simple purposes of determininglar $orcing the optical depth is taken

as a constant (= 0.2) throughout this work.

The diffuse solar flux density at the surfad€,;, is determined through a complex processes
of multiple scattering and refraction. For the simple pwg® of determining a forcing for the
surface energy balance, the diffuse solar radiation iniping horizontal surface and ground level
is taken as a constant fraction (= 0.7) of the radiation whigfbeen absorbed or scattered by the

atmosphere, namely

Kagf = 0.7K04(1 — exp {—7gsec§}). (A.17)

Shadowing

The directional nature of the direct component of the sddiative flux density in conjunction
with a system of surfaces at different elevation anglesaraientations can lead to the shadowing
of one surface by another. The individual facets of an urtayan experience shadowing by
another facet at some point in the day in almost all circuntgia. A shadowed facet will receive
no direct solar radiation but its full quota of diffuse rdiba as described in Chapter 2. The urban
canyon energy balance model considers facet-averagedédhsitiés; therefore, for consistency,
a partly shadowed facet is deemed to receive a direct reglifitix density equivalent to the area-
weighted average of the shadowed and unshadowed fractidhe ¢acet. The fraction of each
facet shadowed at any one time is a function of latituglesolar declination anglej, canyon

aspect ratioh. /w., and canyon orientatior).

Consider a cartesian set of axis where thaxis points vertically upwards, the-axis points
normally across the street canyon and gkaxis points along the canyon. Theaxis is therefore
aligned at an angl@ to north-south. Consider first the shadow cast by a pole gftéi. placed
at the origin. The solar azimuth anglé,, is the angle between the shadow cast on a horizontal

plane and due south as shown in Figure A.4. Sakakibara (1986ys that the solar azimuthal
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Figure A.4: Schematic of the shadow cast by a pole of heighin the canyon relative axes.

angle is related to the location of the pole through the Vailhg relations,

cosA, = (cosdsingcosh(t)—sindcos@) /sinf , (A.18)
sinA, = sinh(t)cosd /sinf (A.19)
wherecosf = sin¢sind + cos ¢ cos d cos h(t), (A.20)

andd is the solar zenith angle.
Let X, andY; denote the position of the end of the shadow cast on the hdakplane in the

z- andy- directions respectively. Trigonometry gives that thessitons are,

Xs = hetanfsin(A, — Q), (A.22)

Yy = hetanfcos(A, — Q). (A.22)

The fraction of each facet of an urban canyon shadowed isrdited by placing the pole in
Figure A.4 at the same location as either wall of the canyon. The shadow cast by #éwill
have the same cross-canyon dimension as that of a pole chthe lseight. However the shadow
cast by the wall will have no along canyon variation due tatttdimensional nature of the urban
street canyon. Figure A.5 shows a schematic of the shadawdogring from the left hand wall

for two canyons (superimposed) and the nomenclature usegdh& wide canyonw, = ws, the
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opposing wall is unshadowed and the fraction of the stremti@hied( = X;/w2, remains to be
calculated. For the narrow canyan, = w1, the entire street is shadowed and it is the fraction of

the opposing wall that is shadoweg= h/h., that remains to be calculated.

N

Figure A.5: Schematic of the shadowing occuring in a narrow street aa(lgdt-most two vertical facets)
and a wide street canyon (outer two vertical facets), tagetlith the nomenclature used.

Geometry of triangles gives that

he
= = A.2
7. 7, 7. (A.23)
w1 Zl
== = = A.24
v = 7 (A.24)
hs w1
— = 1-— A.25
~ X (A.25)
(A.26)

The fractions of the canyon facets in shade can be expresgedms of the canyon’s locations

using the identity (A.27) resulting from expanding EquatidA.21) and (A.22),

he
= —tanfsin(A, — Q),
w1

_ E sin h(t) cos & cos Q + sin d cos ¢ — cos 0 sin ¢ cos h(t) (A.27)

w1 cos 0

Xs
w1
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The fraction of the street facet of the canyon under shadpat,any time and location is therefore,

max {%, 1] if cos® >0,
¢ = e (A.28)

1 else,

where the modulus sign takes into account shadowing fronereiall. The fraction of the wall

facet of the canyon under shadoyyat any time and location is therefore,

1 if cosf <0,
n=49q 1 if cos§ > 0andcosb; <0, (A.29)

max [1 — ;"(—Z’,O} else,

The conditions on the solar zenith angle and solar incidemagge ensure that firstly negative
shadowing cannot occur and secondly that full shadowingrsoduring nighttime and when the

surface considered does not receive direct solar radidtierto its orientation.

Figure A.6 shows example calculations of the diurnal cyElenshadowed direct solar forcings
(a) and the fractions of the wall and street facets shadoweuah iurban street canyon. The case
considered is of a street canyon located &tN6@n the spring equinox, oriented at°4%om
due north and for canyon aspect ratioshf w. = 0.25, 0.5, 1.0 and 2.0. The orientation of
the canyon determines the asymmetry in both the direct $otaing and the fraction of each
facet shadowed. Only one of the two walls can receive dirgletr sadiation at any one time as
seen in the sharp transition to/from shadowed conditiossijafore 15:00 hours local solar time.
Increasing the canyon aspect ratio necessarily increagefdction of the facets shadowed (to
conserve to energy). The diffuse radiative flux (solid lind=igure A.6) is the dominant term in
the early morning and late evening. This is due to the patfjttedependence of the scattering of

radiation with the path length of the sun’s rays being gitaiethese times.

The solar radiative forcings used in the surface energynbalanodels are calculated by first
calculating the unshadowed direct radiative forcings tiogiewith the fraction of each facet in
shade to find the facet-averaged direct solar radiativarfgrcTo this is added the appropriate
shape-factor weighted (see Chapter 2) contribution otiséfradiation and finally the effects of

multiple reflections for non-blackbody materials are added
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Figure A.6: Sample clear sky radiative forcings and shadows for thedifft facets of an urban street
canyon oriented at 45from north at 60N on the spring equinox. (a) Solar radiative forcings; séiid,
diffuse radiation onto horizontal surface; dotted lineedt radiation onto an unshadowed southeast facing
wall; dashed line direct radiation onto an unshadowed ma@h facing wall; dash-dotted line direct radi-
ation onto an unshadowed horizontal surface; (b) shadofeinipe street facet of the urban street canyon
for a range of canyon aspect ratios; solid lihe/w. = 0.25; dash-dotted linek. /w. = 0.5; dashed line,
he/w. = 1.0; dotted line,h./w. = 2.0; (c) as (b) but for the southeast facing wall; (d) as (b) butle
northwest facing wall.
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Turbulence closure in the boundary layer

Studies of the atmospheric boundary layer face the turbalefosure problem, namely that the
time-averaged prognostic equations for the state of thesirere always include unknown terms.
For instance, the evolution of the mean state of the atmesps&ependent on the vertical diver-
gence of the turbulent fluxes of momentum and heat (Equaf®is)—(4.19)). These unknown

terms require parameterization in terms of known variablé® parameterization of the turbulent
terms in the boundary layer model used in Chapters 4, 5 andh&iof Buschet al. (1976); a

brief outline of this method is presented here.

The surface layer

The lower boundary conditions required when modelling tlengtary boundary layer are the
specification of the turbulent fluxes at the surface and h#meeelation between the atmospheric
and surface variables. Within the surface layer of the baonthyer, which comprises the rough-
ness sub-layer and the inertial sub-layer, the atmospbheresumed to be in equilibrium with the
underlying surface. The vertical fluxes of momentum and heatassumed to be constant with
height. For a horizontal homogeneous surface, such as treuffaces considered in Chapter 4,
Monin-Obukhov Similarity Theory (MOST) can be used to detiee the spatially averaged ver-
tical profiles of the wind, potential temperature and thdemr fluxes of heat and momentum. The

mean wind speedj(z), and potential temperaturé(z) are accordingly given as

9(2)| = % {m( : ) — 0, (%)} , (B.1)
(z) — 0, = %* [ln (%) —p, (%)] , (B.2)
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whereu, = (7/p)'/? is the friction velocity,d, is the surface temperatur@, = —H/pcpu, is a
scaling for the instantaneous deviationsddfom its mean valuex is the von Karman constant
andz,,, andz , are the surface roughness lengths for momentum and heattesty. L is the

Monin-Obukhov length defined as

ul
k(g/05) (H/pcp)’

L= (B.3)

where¥,,, and ¥, are the integrals of the universal functions, and ¢;, (Dyer, 1967) which
represent the effects of stability on turbulent mixing. TBwjaars and Holtslag (1991) forms
for these functions used to prevent the unrealistic totppeession of turbulent mixing in stable

conditions. The turbulent fluxes into the lowest layer ofdlmosphere are then given by

ou ov
Tod — 2 -
ww = uy 7 / 2| (B.4)
v ov
Tod .2 -
viw = uy 9% / 2| (B.5)
w'd = H/pcp. (B.6)

Given a surface temperature, the mean wind and potentigleieature at a reference height in the
inertial sub-layer together with the surface roughnesgtlenfor momentum and heat, Equations

(B.1)—(B.3) can be solved iteratively to determine the ateffluxes.

For a complex surface, such as the urban street canyon,i&ouéB.1)—(B.6) are replaced by

equivalent conditions expressed in terms of a resistanweonie as introduced in Chapter 3.

The mixed layer

Above the surface layer, the turbulent fluxes vary with heigihe turbulent fluxes are parameter-

ized in terms of the mean atmospheric profiles using the kembwliffusivity method (Equations
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(4.20)—(4.22)), namely

vw = —K,, %, (4.20)
v'w = m %, (4.22)
7 - K, %7 (4.22)

whereK,, and K}, are the turbulent diffusivities for momentum and heat regpely.

The turbulent diffusivities are determined using a mixiagdth approach. Assuming horizon-
tal homogeneity, time independence and that the divergafitbe vertical flux of turbulent kinetic

energy is small, the turbulent kinetic energy equationg{&uschet al., 1976)

@
0z

0, 0z

5 1/2
J 89] : (B.7)

Km:)\2[

The mixing length) is dependent on the history of the flow, is height dependemthais the fol-
lowing properties. In unstable conditions turbulent mgxarcts through the depth of the boundary
layer and uniform vertical profiles of wind and potential frature are established requirikgp

be high. In stable conditions, buoyancy effects supprassilient mixing requiring\ to be small.
Finally near barriers to turbulent mixing, namely the scefar top of the boundary layer, the tur-
bulent mixing is inhibited and the mixing length is reducddhe mixing length\ is determined

from the prognostic equation

) Ae—A
ot~ N2 w22 (B-8)

Physically this states that the mixing length changes tgiattathe current surface forcing by
relaxing towards the mixing length which would be in equiliion with that forcing\.. The time
scale on which this change occurs is inversely proportitm#he strength of the current mixing

as characterised by thecal friction velocity u, and the convective velocity,. These properties
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of the flow are given by

ov

2 2

= A\ |= B.9

U 92| (B.9)

1/3

we = <i£h> : (B.10)
s pcp
£2 (1 —2) forz < H,

Ae = b (1= 7) - (B.11)
Ay forz > 1/,

where/’ is the height where the minimum bound on the mixing lenjth = 3m is reached.
h(= 1) is the height of the boundary layer given as the first heigbvalhe ground where the

local Richardson number

2

ov|” (B.12)

999 oV
RZ_H@Z/ 0z

exceeds a critical value af/4.

Finally the turbulent diffusivity for heati(,,, is determined from Businget al. (1971) as

Ky =Kn Qbm/ﬁbha (B.13)

and the prognostic equation fétz) (Equation (4.19)) is adapted to allow for counter-gradient

fluxes in light wind, low stability conditions (Deardorffo&6) to
00 10 00

with 7. = 0.7 x 1073 K m ~1,
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