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Abstract

The overall aim of this thesis is to improve the estimate of the climate forcing associated

with the accumulation of water vapour in the stratosphere due to aviation emissions.

Three emissions inventories have been used with a fully Lagrangian trajectory model to

calculate the accumulation in the stratosphere of water vapour emissions from aircraft,

and their resulting radiative forcing.

The annual and global-mean radiative forcing due to present-day aviation water vapour

emissions has been found to be 0.86±0.48 mW m−2. This forcing is sensitive to the

vertical distribution of the emissions, and, to a lesser extent, interannual variability in

meteorology. It is an order of magnitude smaller than recent estimates of the radiative

forcing due to aviation CO2. A recently published assessment gave a best estimate of

water vapour forcing of 2.8 mW m−2, and a 90% likelihood range from 0.4 to 20 mW

m−2. The detailed calculations in this thesis indicate that even this best estimate is a

significant overestimate, and the 90% likelihood range is too large.

The calculated accumulation of stratospheric emissions, and therefore the estimate of

the climate impact, is sensitive to the tropopause definition used. A new tropopause

definition has been developed for use in this work, and a tropopause climatology based

on this definition is presented.

Global and regional trends have been evaluated for the new tropopause definition using

the ERA-Interim analysis. The global tropopause height is rising at a rate of 47 m

decade−1, with temperature falling by -0.18 K decade−1 (all 1989-2007). Trends of

almost double the global values were identified in the subtropics, indicating a widening

of the tropical region, found to be in the range 0.9◦ decade−1 to 2.2◦ decade−1.
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Chapter 1

Introduction

Aviation currently accounts for almost 5% of total anthropogenic climate forcing, de-

pending on the metric used (Lee et al., 2009). This percentage is expected to increase

as a result of increasing passenger traffic, and decreases in the contributions from other

sectors. Around 50% of the total forcing due to aviation is from the emissions of non-

CO2 gases and particles, and the formation of contrails, yet many of these components

have low levels of scientific understanding (e.g. Sausen et al., 2005, Lee et al., 2009).

The radiative forcing due to water vapour emissions in particular has a very large 90%

confidence interval relative to its best estimate. A new estimate of the radiative forc-

ing due to aviation water vapour emissions, calculated using high resolution Lagrangian

trajectories, is presented in this thesis.

The climate impact of aviation has been of scientific interest for several decades, be-

ginning with an interest of the potential impact of contrails in the late 1960s (Reinking,

1968; Murcray, 1970). In the 1970s interest in the potential impacts of a hypothetical

fleet of supersonic aircraft began (e.g. Barrie et al., 1976), which later expanded into an

interest in futuristic aircraft (e.g. Gauss et al., 2003). In recent years, there has been a

series of comprehensive assessments of the climate impact of aviation (Brasseur et al.,

1998; IPCC, 1999, Sausen et al., 2005; Lee et al., 2009, 2010), and an increased focus

on providing information for policy and mitigation (e.g. Fuglestvedt et al., 2010, Forster

1



Chapter 1: Introduction 2

reactions and subsequently undergo a rapid chemical evolution via
ion–molecule reactions involving plume gases which leads to large
cluster ions.

The concentration of charged particles formed by combustion-
induced CIs is high at engine exit, about 109 cm!3 (Arnold et al.,
2000); i.e. of the order 1017 kg!1 of fuel burned. Emission values
found during the PartEmis combustor studies are of the same order
of magnitude (Haverkamp et al., 2004). The CI concentration
decreases steeply with increasing plume age due to ion-ion
recombination in the early jet and due to dilution (Sorokin and
Mirabel, 2001; Starik et al., 2002).

It was found that ‘light’ negative CIs are mostly of the type HSO4
(H2SO4)m(H2O)n (m " 2, n " 3) and that some negative CIs also
contain HCs. Positive CIs are mostly composed of HCs, in agreement
with theoretical arguments. Some of these HCs have been further
identified as oxygenated HCs (Kiendler et al., 2000b). The positive
and negative CIs can be very massive (exceeding 8500 atomic mass
unit), even for nearly sulphur-free fuel (2 mg g!1) (Wilhelm et al.,
2004). The fractional abundances (in the range 0.2–0.7) of CIs with
mass numbers >8500 atomic mass unit were found to increase
with fuel sulphur content and to be larger for negative CIs than for
positive ones. Probably the growth of these CIs involves organic
trace gases. If composed mostly of an H2SO4/H2O mixture, a CI with
a mass number of 8500 would have a diameter of about 3 nm,
which is comparable to the size-detection limit of present
condensation nucleus particle counters. Hence, most of the small-
est particles detected by such counters may actually have origi-
nated from CIs and their electrically neutral recombination
products (Arnold et al., 2000).

There is good evidence to suggest that chemi-ions play a role in
new particle formation, since they have been shown to exist under
ground and in-flight conditions. The analysis of Kärcher et al.
(1998a) demonstrated that ultrafine plume CN data can only be
consistently explained when models include chemi-ion emissions
and the associated nucleation pathways.

4. Future emissions trends and scenarios

4.1. Historical and current emissions

Most of the emissions from current civil aviation arise from
modern high bypass ratio gas turbine engines. The first generation
of lower-efficiency turbo-jets have been all but decommissioned,
other than some remaining older aircraft in use in developing
countries. Civil aviation is a strongly growing sector and has been
steadily growing since the late 1960s when air travel started to
become more widespread and economically accessible. Air traffic
demand is usually expressed in Revenue Passenger Kilometres
(RPK), or occasionally Revenue Tonne Kilometres (RTK), whereas air
traffic capacity is expressed as Available Seat Kilometres (ASK). The
absolute growth of aviation in terms of RPK is shown in Fig. 4.
Various global-scale events such as the oil crises of the 1970s and
early 1980s, the first Gulf crisis of 1991 and the WTC attack in 2001
etc. all affected passenger traffic but growth resumed shortly after
each event, and in the case of post 2001–2007 period, very strongly
with an overall increase in RPK of 38% (Lee et al., 2009). The effects
of the current economic crisis are yet to be revealed in the global
statistics: global air traffic data are available until 2007, which
showed annual RPK growth rates of 5.9% yr!1 in 2006 and 6.6% yr!1

in 2007, whichmay be compared with the long-term growth rate of
6.23% yr!1 (1972–2007).

The year to year changes in growth rate are shown in Fig. 5.
Clearly, there are strong year to year variations, with short-term
declines occurring during the oil crises of the early 1970s, the Gulf
War in the early 1990s, and the more recent events related to

September 11th, 2001, and the outbreak of severe acute respiratory
syndrome (SARS). However, for all the strong declines, there has
been almost equally strong recovery, demonstrating the resilience
of the industry and the public’s desire to travel.

Emissions from aviation have previously been assessed in terms
of the construction of three-dimensional gridded inventories such
as those constructed for early 1990s traffic and reviewed by Hen-
derson et al. (1999). More recently, a number of other inventory
models have been developed including AERO2K for 2002 (Eyers
et al., 2005), FAST for 1990/2000 (Lee et al., 2005) and the SAGE
modelling systemwhich has produced results for 2000–2005 (Kim
et al., 2007). The AERO2K and FAST models have also been used to
produce forecast or scenario results for future years (Eyers et al.,
2005; Owen and Lee, 2006), where here a ‘forecast’ is interpreted as
an extrapolation of traffic and emissions, and a ‘scenario’ is a top-
down calculation of traffic using some variable as a predictor;
a similar definition to that used by Henderson et al. (1999). Some
recent results from these and older models for early 1990s emis-
sions are summarized in Table 3.

Such inventory models address movements of scheduled civil
aviation and either ignore, or include some estimate of non-
scheduled civil aviation, which can be important on regional scales,
especially in summer months. Military aviation fleets and move-
ments are muchmore difficult to estimate but have been calculated
to be 18% of fuel usage in the early 1990s (Henderson et al., 1999)
and 11% in 2002 (Eyers et al., 2005).

Fig. 4. Scheduled civil air traffic development from 1960 to 2007 in billions (1012) of
revenue passenger kilometres (RPK) (source: ICAO traffic statistics from http://www.
airlines.org/economics/traffic/WorldþAirlineþTraffic.htm accessed, 19 Sept. 2007).

Fig. 5. Annual average growth rates in terms of revenue passenger kilometres (RPK)
and long-term rolling average growth rate for scheduled civil aviation from 1970 to
2007 (source: ICAO traffic statistics from http://www.airlines.org/economics/traffic/
WorldþAirlineþTraffic.htm accessed, 19 Sept. 2007).

D.S. Lee et al. / Atmospheric Environment 44 (2010) 4678–4734 4685

Figure 1.1: Scheduled civil air traffic growth from 1960 to 2007 in billions of revenue
passenger kilometres (RPK), from Lee et al. (2010).

et al., 2006).

1.1 Aviation emissions

Aviation is a unique source of anthropogenic emissions. It is the only regular source

of emissions above the atmospheric boundary layer. Additionally, the transport sector

is the only major economic sector in Europe where greenhouse gas emissions are still

increasing, and the largest contributor to this increase is from aviation (Lee et al., 2010).

The aviation sector is continuing to grow, despite the increasing price of fuel and the

threat of terrorism (see Figure 1.1).

Aviation can impact climate in four ways:

1. Direct emission of greenhouse gases, e.g. CO2, H2O

2. Indirect emission of greenhouse gases, e.g. the production of ozone and reduction

of methane resulting from NOx emissions
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3. The emission of aerosols and aerosol precursors, which have a direct radiative

impact

4. Changes to clouds as a result of emissions

Most of the components of an aircraft’s exhaust plume are products of the combustion

of kerosene, although there may be additional components from engine erosion and oil.

The primary products of the combustion of kerosene are carbon dioxide (CO2) and water

vapour (H2O). Trace species, including oxides of nitrogen (NOx), sulphur dioxide (SO2),

unburnt hydrocarbons, and soot aerosols are also produced. Aircraft exhaust may also

trigger the formation of contrails, if certain temperature and supersaturation conditions

are met, which can go on to form cirrus clouds.

Although the formation of contrails can be initiated by water vapour emissions from

aircraft, the contrail itself is formed by the condensation of water vapour already in the

atmosphere. Only the direct radiative effects of water vapour emissions are considered

in this thesis.

There has been a series of comprehensive assessments of the climate impact of aviation

in recent years including an Intergovernmental Panel on Climate Change (IPCC) report

(IPCC, 1999), and the assessments of Sausen et al., 2005 and Lee et al., 2009 and 2010.1

The estimates from Lee et al. (2009) are shown in Figure 1.2. The best estimate of

radiative forcing due to water vapour emissions is 0.0028 W m−2, which is an order

of magnitude smaller than the best estimate of radiative forcing due to CO2 emissions.

However, there is a low level of scientific understanding associated with the radiative

forcing due to aviation water vapour emissions, and a large 90% confidence interval. If

water vapour radiative forcing were to lie at the upper end of this range (0.02 Wm−2) it

could potentially make a larger contribution to total aviation radiative forcing than that

from NOx or linear contrails. Therefore, it is important to improve understanding of how

water vapour emissions impact climate, and constrain the large uncertainty associated

with the radiative forcing due to aviation water vapour emissions.

1All acronyms used are expanded in the list of acronyms given at the end of this thesis.
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‘medium’, ‘medium-low’, ‘low’, and ‘very low’, where ranks of ‘very
low’ are not evaluated for a range (but see below).

A LOSU of high is assigned to CO2, consistent with Sausen et al.
(2005). We depart from Sausen et al. (2005) by attributing a LOSU
for O3 and CH4 of medium-low. This is because recent assessments
of the effect of aircraft NOx on O3 and CH4 forcings from a GWP
emission pulse in CTMs/CCMs, or a sustained emission approach,
have revealed larger discrepancies between models than might
have been expected from a conventional pseudo steady-state
simulation (Forster et al., 2007a; Fuglestvedt et al., in press). LOSUs
of low are assigned to water vapour, sulphate aerosol, soot aerosol
and contrails for a variety of reasons: most importantly, there are
few assessments of water vapour, sulphate and soot RFs. Addi-
tionally for soot, the emissions index is only poorly known. For
contrails, the LOSU remains low since there is a paucity of obser-
vational data of contrail coverage with which global coverage can
be normalized. In addition, satellites have difficulty discriminating
between visible and sub-visible contrails and assessing the optical
thickness, which almost linearly affects the forcing calculation
(Meerkötter et al., 1999). A LOSU of very low is assigned to AIC,
which is somewhat in contradiction to the evaluation scheme set

out by Forster et al. (2007a) in that a range is given here. However,
this has been done since the original authors (Stordal et al., 2005)
provided a range. Overall, a LOSU of low is assigned to total aviation
RF, principally because of the non-CO2 factors that represent at
least 50% of the total RF.

The assessment of uncertainty within IPCC reports has become
more rigorous over the years (e.g., Box TS-1 of IPCC AR4WGI, 2007).
RF uncertainties have been primarily based upon the range of
values derived from different published studies, with a subjective
assessment as to howmuch of the overall likely range is covered by
available studies. The assessment of persistent linear contrails and
net anthropogenic RF in Forster et al. (2007a) gave best estimates
and 90% likelihoods for their RFs. Insufficient knowledge meant
that it was not possible to quote a 90% likelihood range or best
estimate for AIC, but rather a possible range was given, based upon
Sausen et al. (2005), who adopted the values of Stordal et al. (2005).
In handling uncertainties of aviation RFs, IPCC (1999) gave 67%
likelihood ranges for all the RFs except AIC. For AIC there was no
best estimate reported and hence no likelihood range possible.

Uncertainties used in this work are given in Tables 2 and 3 and
shown in Figs. 4 and 6. The approach follows Forster et al. (2007a)

Fig. 4. Radiative forcing components from global aviation as evaluated from preindustrial times until 2005. Bars represent updated best estimates or an estimate in the case of
aviation-induced cloudiness (AIC) as listed in Table 2. IPCC AR4 values are indicated by the white lines in the bars as reported by Forster et al. (2007a). The induced cloudiness (AIC)
estimate includes linear contrails. Numerical values are given on the right for both IPCC AR4 (in parentheses) and updated values. Error bars represent the 90% likelihood range for
each estimate (see text and Tables 2 and 3). The median value of total radiative forcing from aviation is shown with and without AIC. The median values and uncertainties for the
total NOx RF and the two total aviation RFs are calculated using a Monte Carlo simulation (see text). The Total NOx RF is the combination of the CH4 and O3 RF terms, which are also
shown here. The AR4 value noted for the Total NOx term is the sum of the AR4 CH4 and O3 best estimates. Note that the confidence interval for ‘Total NOx’ is due to the assumption
that the RFs from O3 and CH4 are 100% correlated; however, in reality, the correlation is likely to be less than 100% but to an unknown degree (see text). The geographic spatial scale
of the radiative forcing from each component and the level of scientific understanding (LOSU) are also shown on the right.

D.S. Lee et al. / Atmospheric Environment 43 (2009) 3520–35373526

Figure 1.2: Radiative forcing components from global aviation, from Lee et al. (2009).
The coloured bars indicate the best estimate, and the white lines show the IPCC AR4 es-
timate. Numerical values of these estimates are given on the right, IPCC AR4 estimates
are in brackets. The bars indicate the 90% confidence interval. ‘LOSU’ is the level of
scientific understanding.
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1.2 Why water vapour emissions?

Aviation water vapour emissions have not recently been investigated in detail, but mit-

igation strategies need to be judged on their total effect. This is difficult to do if there

are large uncertainties associated with certain emissions. Water vapour emissions have

often been assumed to be negligible (e.g. Sausen et al., 2005). However, there is a large

uncertainty associated with the best estimate of the radiative forcing, which suggests

that there is potential for the climate impact to be much larger than the current best es-

timate (Figure 1.2). Hence, it is important to either revise the best estimate, or reduce

the uncertainty about the best estimate of the climate impact of water vapour emissions

from aircraft, despite the apparent smallness of that estimate.

Changes to aircraft design to mitigate their climate impact include a move towards the

use of lighter materials in the construction of the aircraft, or a change to the shape of the

aircraft, from something as small as the addition of a winglet to a complete redesign e.g.

blended wing body aircraft. Changes can also be made to the fuel used. Research into

the use of biofuels in aviation is currently ongoing (e.g. Beyersdorf and Anderson, 2010;

Miake-Lye et al., 2010), and there has been some speculation about a change to liquid

hydrogen fuelled aircraft (e.g. Gauss et al., 2003; Ponater et al., 2006). Such changes

alter the composition of the emissions. Water vapour will be the main emission from

a fleet of liquid hydrogen fuelled aircraft, which is estimated to have a smaller overall

climate impact should they ever come into service (Ponater et al., 2006). Additionally,

the altitude dependence of the climate impact of water vapour emissions made water

vapour the dominant forcing component for a hypothetical supersonic fleet (e.g. IPCC,

1999). Therefore, it is important to understand how aviation water vapour emissions

affect climate if the potential climate impact of these hypothetical fleets is reliably to be

assessed.

The majority of studies focusing solely on water vapour emissions do so for a hypo-

thetical fleet of either supersonic or liquid hydrogen aircraft. There are few estimates

of the climate impact of water vapour emissions calculated using present-day global

emissions from aviation, and none that use high resolution calculations. Both horizontal
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and vertical resolution have been shown to be important when calculating stratosphere

to troposphere exchange (e.g. Kentarchos et al., 2000; Land et al., 2002). The repre-

sentation of stratosphere to troposphere exchange is likely to be of importance when

evaluating the climate impact of water vapour emissions. Only stratospheric emissions

are likely significantly to perturb the background humidity, and hence have a radiative

effect, because of their persistence and the low ambient humidity there.

1.3 The tropopause

The lifetime of water vapour emissions in the stratosphere, and their climate impact, has

been shown to be dependent on their initial height above the tropopause (e.g. Gettelman,

1998; Grewe and Stenke, 2008). As the height of the tropopause can vary substantially

with changes in tropopause definition, estimates of the climate impact of water vapour

emissions are also expected to be sensitive to the tropopause definition. There is no

universally correct definition of the tropopause, and several different definitions have

been used in previous work. In this thesis, a new definition is developed for use in the

calculations of the climate impact of aviation water vapour emissions, and a tropopause

climatology based on this definition is presented.

In addition to being important to the evaluation of the climate impact of water vapour

emissions, variables on the tropopause can provide a unique insight into atmospheric

dynamics (Hoskins et al., 1985). In recent decades the height of the global tropopause

has been observed to be increasing. It is thought that the primary cause of this in-

crease is increases in well-mixed greenhouse gases (Santer et al., 2004; Santer et al.,

2003a; Sausen and Santer, 2003). It has been suggested that tropopause trends provide

a sensitive indicator of climate change (e.g. Randel et al., 2000) as the smaller natural

variability at the tropopause compared to the surface means that changes there can be

detected sooner (Sausen and Santer, 2003). Therefore, this thesis also assesses trends in

tropopause height, using the new definition and recent atmospheric data sets.
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1.4 Thesis outline

The overall aim of this thesis is to present a new estimate of the radiative forcing due

to aviation water vapour emissions. This estimate is produced using recent emissions

inventories, a fully Lagrangian trajectory model using winds and tropopause location

given by reanalysis data, and a radiative transfer model.

The thesis is structured as follows:

• Chapter 2: An introduction to the emissions inventories and meteorological re-

analyses used in this work

• Chapter 3: A discussion of different tropopause definitions and their respective

merits, followed by the introduction of a new tropopause definition

• Chapter 4: Climatology based on the new tropopause definition

• Chapter 5: Trends in tropopause variables

• Chapter 6: A discussion of the direct deposition of emissions into the stratosphere,

an introduction to the trajectory model, and preliminary estimates of the strato-

spheric lifetime of emissions

• Chapter 7: High resolution calculations of the accumulation of emissions in the

stratosphere, and a revised estimate of the stratospheric lifetime of emissions

• Chapter 8: Calculations of the radiative forcing due to aviation water vapour emis-

sions

• Chapter 9: Summary, conclusions, and suggestions for future research



Chapter 2

Datasets

Aircraft make frequent records of their position and speed throughout each flight. They

also record external parameters such as air temperature and wind speed. Ideally, this data

would be used in this thesis. Unfortunately, airlines’ data are commercially sensitive and

not readily available. Aviation emissions inventories are used in place of actual airline

data, as they are more readily available and provide global coverage. These inventories

are partly based on actual data, including radar tracking data and airline schedules, but

they rely on a series of assumptions in regions where little data are available, and also to

make the task more computationally simple.

In this Chapter an overview of the four main data sets used in this project; AERO2k,

QUANTIFY, Aviation Environment Design Tool (AEDT), and the European Centre for

Medium-range Weather Forecasts (ECMWF) re-analyses (ERA); is presented. AERO2k,

QUANTIFY and AEDT are global aviation emissions inventories that provide informa-

tion about aircraft movements, and the associated emissions, for a given time period. The

ERA reanalyses used in this work are ERA-40 (1957-2002) and ERA-Interim (1989-

2007). They provide spatial and temporal information about a range of meteorological

parameters, including pressure, temperature, wind and potential vorticity.

8
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2.1 The AERO2k emissions inventory

AERO2k (Eyers et al., 2004) is a global gridded aviation emissions inventory for the

year 2002. It also includes a forecast of emissions for the year 2025. The inventory was

developed under the European Commission Framework Programme 5 AERO2k project

and covers both civil and military aviation. Only the inventory for 2002 civil aviation

will be considered in this thesis.

For each month of 2002, monthly totals of fuel burn, distance flown, carbon dioxide

(CO2), water vapour (H2O), oxides of nitrogen (NOx), carbon monoxide (CO), hydro-

carbon and particulate emissions are provided for each box in a three dimensional grid

covering all longitudes and latitudes, and altitudes from 0 to 50,000 ft. The grid resolu-

tion is 1◦×1◦×500 ft×1 month.

2.1.1 Making AERO2k

According to Eyers et al. (2004), the inventory was compiled using a combination of

radar, flight plan and schedules data. Although the inventory is presented as monthly to-

tals for the year 2002, it is based on only 6 weeks of actual data. Data were collected for

the United States and Europe for the second weeks of February, April, June, September

and October, and the first week of December. For the rest of the world, data were col-

lected on only one day from each of these months. While the choice of week within each

month was arbitrary, the months themselves were chosen to reflect the annual variation

in air traffic (see Figure 2.1). February and April capture the spring increase in traffic,

June and September represent the summer maximum, and October and December cap-

ture the winter decrease in traffic. Annual trends were then taken from Official Airline

Guide (OAG) schedules, and applied to the collected data to give monthly totals.

Four-dimensional data was used for the US and Europe, compiled from Air Traffic Flow

Management Modelling Capability (AMOC) flight plan data and Enhanced Traffic Man-
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Figure 2.1: Monthly global total water vapour emissions (proportional to fuel burn) for
the year 2002 from the AERO2k inventory. The monthly variation is a result of scaling
of the sampled data.
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agement System (ETMS) radar data.1 The regions covered by AMOC and ETMS over-

lap, and where there was a difference between the two trajectories for a single aircraft,

the trajectories were combined to give the longest possible final trajectory for the air-

craft (see Figure 2.2). For the rest of the world, schedule data from the Back Aviation

commercial database is used, which details only the times and locations of arrivals and

departures for each aircraft. When schedule data is used, aircraft are assumed to follow

great circle routes, i.e. they take the shortest possible route between two points. All of

the movement data used to compile the AERO2k inventory is based on Instrument Flight

Rules (IFR) rated aircraft. Flights by Visual Flight Rules (VFR) aircraft are neglected as

estimates from Boeing for 1992 showed that they account for only 2% of all air traffic

(Mortlock and Van Alstyne, 1998). 2

There were approximately 300 different aircraft types, and their variants, in operation in

2002. In AERO2k these are modelled using 40 representative aircraft, which were cho-

sen by grouping aircraft by seat capacity, engine technology, maximum take-off weight

and configuration (Eyers et al., 2004). The numbers of aircraft within each seat capacity

and technology category were then determined, with the most frequently-used aircraft

being selected as the representative aircraft for that category, on the condition that the

type was available within the Project Interactive ANalysis and Optimization (PIANO)

aircraft design model. PIANO was then used to calculate fuel use per flight. In addi-

tion to representative aircraft, a standard flight speed was assumed for modelling pur-

poses. All flights were assumed to travel at Long Range Cruise (LRC) speed. This is a

commonly-used compromise speed, where aircraft cruise slightly faster than their most

efficient speed, but are then only able to cover 99% of the maximum possible distance.

Fuel burn and emissions were calculated on a flight-by-flight basis (Eyers et al., 2004).

1ETMS is the US Federal Aviation Administration’s (FAA) record of flight position and flight plan
information used for air traffic management. ETMS covers North America, Western Europe and the
North Atlantic. It captures every flight that files a flight plan, and every flight within the range of the FAA
radars

2There are two different categories of flight rules, VFR and IFR, under which a pilot or aircraft can
operate. These rules are determined by the weather conditions and the methods of navigation used by
the pilot. Under IFR pilots rely on information displayed on instruments or equipment within the aircraft
for navigation. The majority of IFR flights are required to file flight plans with Air Traffic Control before
departure. Under VFR pilots navigate using visual information, following roads, rivers or other landmarks.
VFR flights are not normally required to file flight plans.
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Figure 2.2: Treatment of four dimensional flight data in AERO2k. The top panel shows
the same flight identified using ETMS (blue) and AMOC (red). The bottom panel shows
the flight path used in the inventory, after the two sources have been combined. (From
Eyers et al., (2004))
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Fuel data was assigned to flight profiles by breaking each flight into 6 major sections:

• Take-off and climb-out: The take-off weight for each aircraft was assumed to be

60.9% of its maximum, following the average world-wide payload for scheduled

airlines (ICAO, 2002). Emissions from taxi, take-off and climb-out up to 3000

ft, were taken from the Aircraft Engine Exhaust Emissions Databank (QINETIQ,

2004) and lookup tables. All emissions associated with these early stages of each

flight were allocated to the latitude and longitude of the airport. All airports were

assumed to be at mean sea level.

• Climb: The fuel used in the remainder of the climb (above 3000 ft) was found

from climb data tables. Initial fuel was calculated from the profile, and the aircraft

mass and distance flown was calculated at the top of the climb.

• Cruise: Fuel flow in the cruise portion of the flight was found from cruise data

tables for the altitude, Mach number and aircraft mass. Distance flown and aircraft

mass were continually re-evaluated throughout the cruise segment. Aircraft speed

was kept fixed throughout the cruise portion of each flight, and altitude remained

fixed between way-points. 3

• Mid-cruise adjustments: Step climbs or mid-cruise descents were applied where

necessary. Any adjustments to altitude were made at the first way-point after the

change occurred.

• Descent: Fuel use for the descent to 3000 ft was calculated from descent lookup

tables.

• Landing: Data for landing was taken from the Emissions Databank, as for take-off.

The main products of the combustion of hydrocarbon fuel are CO2 and H2O. The emis-

sion of these products is directly coupled to fuel mass flow. This allows an emissions

index (a ratio of the emitted species to the total fuel burnt) to be used to calculate the

3Each flight that incorporated radar data was represented using 20-30 way-points. At each of these
points the speed and 4-D position of the aircraft was found from the radar data.
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mass of water vapour emitted. Following Rachner (1998), Eyers et al. (2004) applied

an emissions index of 1.237 kg kg−1 for water vapour to all flights in the AERO2k

inventory.

2.1.2 Evaluation of AERO2k

Where schedules data is used in AERO2k, cancelled flights are included and unsched-

uled flights are not. Eyers et al. (2004) concluded that it would be difficult to estimate

the resulting uncertainty as no information was available on the total number of world

flights. Reliance on schedules data means that little information is known about the ac-

tual route taken by aircraft. In AERO2k it was assumed that aircraft followed great circle

routes between way-points. This results in areas of little detail when there are large dis-

tances between way-points. It also means that rapid changes in direction and altitude

are not captured. Eyers et al. (2004) note that as such rapid changes normally occur in

the climb and descent segments of a flight, this assumption causes a larger error in short

flights. Radar tracked flights account for 70% of all flights in the AERO2k inventory.

According to Eyers et al., each of these flights is modelled using 20–30 way-points. This

is many more points than are used for flights based on schedule data. However, as it is

still assumed that aircraft follow great circle routes between these points there is still an

underestimate in fuel burn when data points are sparse. Eyers et al. compared AERO2k

to operational flight data and found that the use of great circle routing results in a 4.5%

underestimate in mean true distance travelled. Additionally, they found that the omis-

sion of non-IFR flights lead to an underestimate in fuel burn of around 2% of total civil

aviation fuel burn. The emissions totals presented in AERO2k have not been adjusted

to take this into account as most non-IFR flights are completed by light aircraft, which

would be difficult to model, and have very different spatial distribution to commercial

flights.

Eyers et al. considered the effect of minor manoeuvres in flight to be small over the

total distance of a flight. They also assumed that the increased fuel burn from making

step climbs tended to be offset by the reduced fuel consumption at the higher altitude.
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The resolution of the movement data used in AERO2k meant that it was not possible for

Eyers et al. to identify the exact point where step climbs were made. Step climbs were

therefore modelled at the first way-point after the actual climb was made. Eyers et al.

state that ‘any error introduced by not including a specific climb fuel allowance will be

smaller than the error from not changing the cruise flight altitude at the appropriate point

in the cruise.’ They found that both errors from these manoeuvres were considerably

smaller than the errors that would have resulted from using an assumed cruise altitude.

The representative engines used in AERO2k were chosen on the basis of their NOx

emissions. Eyers et al. state that this methodology assumes that competitive engine

types used on the same aircraft will have similar fuel consumption (within 1-2%). They

also note that uncertainties over operational practice, actual idle settings in particular, are

likely to be greater than any averaging effect resulting from the choice of representative

engines.

Eyers et al. were restricted in their choice of representative aircraft by the types of

aircraft contained in PIANO, the performance tool used in the AERO2k project. As

PIANO contains few models of Russian built aircraft, these aircraft were represented by

similar western aircraft. Eyers et al. state that ‘validation using one of the few aircraft

to have a model in PIANO showed a fuel burn agreement within 10%’. As Russian

built aircraft perform only ∼1% of global aircraft movements, they concluded that this

approximation is unlikely to have a large impact on the inventory.

PIANO was found by Eyers et al. to produce results that compared well with Eurocon-

trol’s Base of Aircraft DAta (BADA) and airline data. Eyers et al. found that trip fuel

burn calculated using PIANO was within 3% on average of model data from both British

Airways and Virgin. PIANO fuel burn was also no more than 5% higher than fuel burn

from BADA on average. Eyers et al. calculated that the mean of PIANO calculated

fuel burn was equal to 97.777% of that from operational data, with an ‘especially good

match at cruise altitude’. Operational flight data was recorded by on-board flight data

recorded at intervals of approximately 4 seconds throughout each flight. The data in-

cluded records of several parameters including altitude, aircraft weight and flight speed.
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According to Eyers et al., the discrepancy between results from PIANO and operational

data can be attributed to factors not accounted for by PIANO, such as manoeuvres in

flights and engine and airframe deterioration; the use of different aircraft variants and

weights; and sensor error in the operational flight data, and modelling inaccuracies in

the other prediction programs.

Eyers et al. found that the assumption of a 60.9% payload used in AERO2k gave the

best fit with airline data. However, Lee et al. (2009) quote the global average load factor

as between 68% (1989) and 76% (in 2006).

For a given flight speed, wind alters an aircraft’s speed relative to the ground. Flying into

a headwind means that the aircraft effectively flies slower relative to the ground, taking

longer to reach its destination and burning more fuel. Tailwinds have the opposite effect,

while side winds will push an aircraft off course resulting in greater fuel burn through

compensation. When radar track data is used in AERO2k these effects are intrinsically

incorporated. However, for the rest of the world still air was assumed. From analysis

of operational flight data, Eyers et al. found that ‘winds at cruise altitude can affect

the equivalent still air distance by as much as ±20%.’ This impact will be particularly

pronounced near to jet stream altitudes, which is anticipated to be a region of interest

in this work. However, Eyers et al. found that the mean difference between AERO2k

distance and operational distance was -1.5%.

In addition to the assumption of still air, International Standard Atmosphere (ISA) stan-

dard day temperatures were used in the compilation of AERO2k. The ambient air tem-

perature has an impact on aircraft performance, and therefore has an impact on fuel

burn. Eyers et al. observed considerable deviation from ISA temperatures in parts of the

atmosphere, with some aircraft flying in regions with temperatures of ISA±20◦C. How-

ever, they found that most flights lay within regions where temperatures were equal to

ISA±5◦C. They concluded that this meant that the difference between actual fuel burn

and fuel burn derived using the ISA assumption would be small. However, the difference

is likely to be largest near the jet streams, and consequently the altitudes expected to be

of interest in this thesis.
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There is limited coverage of holding in the AERO2k inventory.4 According to Eyers et

al., even though radar data includes holding, the low time resolution of the data relative

to the holding time makes modelling impossible. Data obtained from British Airways

by Eyers et al. from 3 major UK airports for the year 2000-2001 showed that holding

resulted in a 1.2% increase in fuel burn. However, Eyers et al. highlight that this data

included London Heathrow, which is noted for its long holding times.

Airframe and engine components deteriorate with use, causing the aircraft to be less

efficient and increasing its fuel consumption. The EC 4th framework project Aircraft

Environmental Impacts and Certification Criteria (AEROCERT) (Norman, 2001) found

that engine deterioration resulted in a 3-4% increase in typical maximum fuel consump-

tion. Mykoniatis and Martin (1998) found an increase of fuel burn between 2 and 6%

due to deterioration. However, aircraft are rarely flown with several deteriorated en-

gines, and the overall impact is likely to be less than the above figures suggest. Eyers

et al. assumed that the effects of deterioration were adequately represented in AERO2k

as the increased fuel consumption is implicitly included in both data from airlines and

published performance data.

Tankering, the practice of carrying more fuel than is required for a flight so that it can

be used for subsequent flights, is not represented in AERO2k as Eyers et al. thought it

difficult to quantify. The IPCC (1999) report suggested that tankering may result in an

additional fuel burn of ∼0.5% globally, which is small compared to the errors arising

from some of the other assumptions behind AERO2k.

2.2 The QUANTIFY emissions inventory

QUANTIFY (Lee et al., 2005) is a European Union Integrated Project based on fund-

ing from the European Commission under Framework Programme 6. The main aim of

the QUANTIFY project is to determine the climate impact of global transport systems
4Also known as stacking, holding is a feature of congested airspace. If there are no landing slots

available for an aircraft it is directed into a ‘holding pattern’ by air traffic control, where it will fly circuits
at a constant altitude away from the main descent track until its allocated landing time.
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by individually assessing the impact of various modes of transport, including shipping,

aviation and land surface transport. The QUANTIFY aviation inventory covers civil

aviation for the year 2000.

For each month of the year 2000, monthly totals of distance travelled, fuel burn, H2O,

CO2, NOx, and black carbon, are provided for each grid box in a three dimensional grid

covering all latitudes and longitudes, and heights from 0 to 47,000 ft. The grid resolution

is 1◦×1◦×610 m×1 month.

2.2.1 Making QUANTIFY

All movements data used in the compilation of QUANTIFY were taken from OAG

global schedules, and all flights were assumed to follow great circle routes. Follow-

ing AERO2k, only flights by IFR rated aircraft were considered.

The Future Aviation Scenario Tool (FAST), which was designed around the methodol-

ogy used in the development of the Abatement of Nuisances Caused by Air Transport

ANCAT/EC1 and ANCAT/EC2 inventories (see IPCC (1999) for further information

on ANCAT inventories), is based on a data set of aircraft movements indicating the

frequency of flights of aircraft of certain types between city pairs for a given year. Ac-

cording to Lee et al. (2005), in the compilation of the QUANTIFY aviation emissions

inventory, aircraft types were grouped from this database and assigned representative

aircraft types based on those used in AERO2k. A total of 43 representative aircraft types

were used in QUANTIFY.

The PIANO tool was used to provide fuel flow information for each aircraft-route com-

bination, with the assumption that all flights were carrying 70% of their maximum pay-

load. Fuel consumption for each flight was calculated between the arrival and departure

locations, assuming that the locations were linked by the great circle distance and us-

ing a modelled cruise altitude. The modelled cruise altitude was based on an analysis

of preliminary AERO2k data for 16 representative aircraft types. This analysis gave an

average cruise altitude for each aircraft type for each route, and also a maximum cruise
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altitude.

An emissions index of 1.237 kg kg−1 was used to calculate water vapour emissions from

fuel burn.

2.2.2 Evaluation of QUANTIFY

The exclusive use of schedules data in QUANTIFY was found by Lee et al. (2005) to

result in an underestimate of fuel burn of approximately 9% compared to that calculated

from full movements data. They note that this may even be a conservative estimate, with

the difference being as large as -50% for UK and EU traffic. By comparing Eurocon-

trol data using actual routes, and Eurocontrol data with great circle routes substituted

in, they also found that the assumption that all flights follow great circle routes causes

an underestimate in fuel burn of 12-13% in the EU. A similar comparison outside the

Eurocontrol traffic domain was difficult as most of the original Eurocontrol data in this

region is itself based on great circle routes.

Lee et al. found that the representative aircraft used in QUANTIFY cause proportionally

greater levels of uncertainty with increasing distance travelled. They found that the rate

of increase in uncertainty was different for the different representative types. A 5%

difference in fuel consumption between the A330-200 and the A330-300 was found

after 4800 nm. For the B737-300, B737-400 and B737-500 the difference was 10%

after only 1600 nm. Uncertainties due to the use of representative engine types were not

investigated by Lee et al.

A 70% load factor is assumed in QUANTIFY. Lee et al. calculated that a payload vari-

ation of 10% about this value would change fuel consumption by ∼2.5%. It is possible

that tankering could cause a payload variation outside this range. However, Lee et al.

found the significance of tankering to be ‘difficult if not impossible to quantify on the

scale necessary for this study. The IPCC (1999) report suggested that, based upon infor-

mation from one airline, additional fuel burn as a result of tankering may be of the order

of 0.5% of total aircraft fuel consumption.’ Lee et al. report that information from an un-
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specified European airline showed that 13.6% of short haul and 5.3% of long haul flights

tanker fuel. When tankering occurred on short haul flights, the tankered fuel could be as

much as 100% of the fuel necessary for completion of the flight. For long haul flights

the amount of tankered fuel was less, around 50% of the required fuel on average. These

figures come with the caveat that the extent of tankering is dependent on several fac-

tors, including airline practices and costs, absolute market fuel prices, regional market

dislocations and local distribution costs.

2.3 The AEDT emissions inventory

AEDT is a computer model used to ‘predict’ aircraft fuel burn and emissions for all civil

aviation in a given year. AEDT was developed by the US Federal Aviation Administra-

tion (FAA) with support from the Volpe Centre of the US Department of Transportation,

the Massachusetts Institute of Technology and the Logistics Management Institute. It

has been used to generate global inventories for the years 2000 to 2006, with work on-

going to extend this range to the present day.

Data from AEDT have been provided for use in this thesis by the FAA/Volpe Centre for

February 2004, and for the year 2006.5 Total fuel burn, distance flown, H2O, NOx and

particulate emissions are given for each grid box in a three dimensional grid covering

all latitudes, longitudes and altitudes. For use in this work, the data for February 2004

was provided at two different resolutions: 1◦×1◦×1 km×6 hr and 1◦×1◦×152 m×6 hr.

2006 data was provided with a resolution of 1◦×1◦×152 m×4 hr, and was interpolated

onto a 6 hr grid to allow it to be used with 6 hourly ERA data.

The vertical levels on which AEDT is archived are pressure-height levels, which are

converted from pressure levels using the assumption of a standard atmosphere. AEDT

has an altitude cap of ∼13.5 km. Some flights are modelled above this altitude, but they

are assumed to be erroneous (pers. comm. Gregg Fleming).
5Originally data was expected for the years 2000 to 2005. Non-delivery of this data has resulted

in some inconsistencies between the dates of the meteorology and the emissions used in some of the
calculations in this thesis.
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2.3.1 Making AEDT

The AEDT inventory is compiled using a combination of radar data from ETMS and

schedule data from the OAG. 4D data is taken from ETMS for the US and Western

Europe, while schedule data is used for the rest of the world. Data from ETMS is

filtered so that AEDT only includes scheduled (IFR) flights. In contrast to AERO2k and

QUANTIFY, great circle routes are not assumed when schedule data is used. Instead,

a trajectory generation method is used to create a more realistic spread of trajectories

about a great circle route. The trajectory generation method is based on cruise altitudes

and horizontal tracks seen in ETMS flights from May and October of 2000 and 2003

(Kim et al., 2005).

Unlike AERO2k and QUANTIFY, AEDT does not rely on representative aircraft for fuel

use calculations. In-cruise aircraft performance and operation parameters are taken from

BADA, which can be expanded to cover 295 types of aircraft using matching tables.

Performance data for landing and take-off is taken from the Integrated Noise Model

(INM). The use of a single cruise speed for every flight is also avoided by taking aircraft

speeds from the BADA airline procedure models, which detail typical speeds for each

altitude band.

Standard assumptions about aircraft weight are avoided in AEDT. According to Kim

et al. (2005), an aircraft’s take-off weight is a function of the distance of the route it

is about to travel. In AEDT, each modelled trip is split into stages, with each stage

corresponding to a given distance. The number of stages that an aircraft will traverse in

a flight is then used to assign an equivalent take-off weight. However, to account for fuel

tankering, all take-off weights in AEDT were increased by the equivalent of two stage

lengths. The example of a Boeing 747-200 is given by Kim et al. (2005). An aircraft

flying a 5 stage trip would have a take-off weight of 302,000 kg, the same aircraft flying

a 7 stage trip would have a take-off weight of 352,000 kg. The maximum take-off weight

of a B747-200 is 378,000 kg, so B747-200 flying a 5 stage trip would have its take-off

weight scaled from 80% to 93% of its maximum weight to account for tankering.
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Taxi times and delays are also modelled in AEDT, giving the inventory gate to gate

coverage. Unscheduled and cancelled flights are accounted for through the use of scaling

factors, which, according to Kim et al., (2005), ‘generally have the effect of increasing

the number of flights’. Like AERO2k, AEDT is compiled using single flight modelling,

with each flight modelled as a series of finite sections: departure gate, departure taxi,

departure runway roll, takeoff and climb-out (up to 3000 ft), cruise, approach (below

3000 ft), arrival, runway roll, arrival taxi, arrival gate. Fuel burn is modelled for the

duration of each flight to avoid dependence on lookup tables.

2.3.2 Evaluation of AEDT

Malwitz et al. (2004) present details of the AEDT assessment, which was performed

in two stages: modular evaluation to establish the reliability of key subroutines in the

AEDT model, and a full system evaluation to assess the trajectory modelling compo-

nents of the model as a whole.

Malwitz et al. (2004) give detailed information on the evaluation of three modules: the

calculation of landing and take off cycles (LTO) cycles, the aerodynamic components of

AEDT, and the fuel flow component. Malwitz et al. state that Integrated Noise Model

(INM) data and methods were implemented for LTO modelling as these have been ex-

tensively tested, and are internationally accepted. They found that comparison of the

horizontal distance travelled in take-off in INM and AEDT agree to within 10-20%,

with no bias in either direction. They attribute this uncertainty to the the fact that there

is no standard procedure followed by all airlines.

Malwitz et al. found that the general shape of Lift-Drag ratio curves produced by AEDT

compare well with published data, and that the AEDT generated values were within

±14% of NASA data. This difference was attributed to the use of BADA data in the

calculation of the profiles. BADA data has a fixed set of coefficients and is therefore in-

sensitive to factors influencing the ratio, including flight speed and ambient temperature

changes.
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The fuel flow component of AEDT was evaluated by Malwitz et al. via a comparison

with high resolution computer flight recorder data provided by a major US carrier for

ten flights, two for each of five different types of aircraft, and with data from the NASA

test aircraft (a B757-200). They found that the mean percentage difference in fuel flow

between AEDT and the carrier data was 6.95%, with a standard deviation of 36.7%. The

mean percentage difference between AEDT and data from the NASA test aircraft was

only -0.24%, with a standard deviation of 37.3%. Further comparisons between AEDT

fuel consumption and that from Jane’s Aero engines showed that for most engines the

difference in specific fuel consumption from the two sources was within 10%. However,

for some engines Malwitz et al. found that the difference was in excess of 20%.

Malwitz et al. performed a full system evaluation using data from a US carrier, and data

from two Asian carriers. This data included aggregate flight-level fuel burn for each of

the airlines’ flights for October 2000 and 2003 respectively. For October 2000, the data

from the US carrier contained 44,000 flights that appeared in both ETMS and the OAG.

Malwitz et al. used AEDT to calculate fuel burn for these flight using only ETMS data,

and then only OAG data, rather than the combination normally used in the model. They

found that the percentage difference between the AEDT fuel burn and actual fuel burn

values was -0.25%, with a standard deviation of 13.04% for the ETMS calculations, and

-11.32% with a standard deviation of 10.66% for the OAG calculations. When both

ETMS and OAG data was used in the calculations, the percentage difference between

AEDT and actual fuel burn values was -2.62% with a standard deviation of 13.69%,

as AEDT gives preference to ETMS data over OAG data. Malwitz et al. therefore

concluded that AEDT ‘can predict fleet fuel burn with less than a 5% error on average’.

Comparison of AEDT fuel burn (calculated using ETMS combined with OAG data) with

actual fuel burn from the two Asian carriers gave a difference of 0.42% with a standard

deviation of 21.50%.

The fuel burn errors show that the biggest uncertainty in AEDT fuel burn comes from

flights where only OAG data is available. Malwitz et al. state that this may be due to

the ‘created flight tracks and speed data’ used in the OAG. Malwitz et al. also found

that errors in fuel burn were greatest for short flights. They believe that this is due
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to a greater degree of aircraft substitutions occurring on short flights, and also to the

decreased accuracy of the trajectory modelling for short flights.

Malwitz et al. concluded that some of the error in fuel burn calculations was attributable

to the lack of weather in AEDT. Full meteorological data was included in AEDT for

one day, and the calculated fuel burn was compared to actual fuel burn provided by the

US carrier. Malwitz et al. found that the mean percentage difference between AEDT

fuel burn and actual fuel burn was only 2.70% with a standard deviation of 12.59%

when weather was included in AEDT, compared to -7.87% with a standard deviation of

13.75% when it was not.

2.4 Inventory comparisons

The differences in the methodologies described in the previous Sections contribute to

discrepancies between the three emissions inventories. Many of the differences found

between AERO2k, QUANTIFY and AEDT are large, and therefore have the potential

to have a significant influence on any results that depend on the use of an emissions

inventory. Some of the more striking differences, and suggestions for their origin, are

now presented.

The horizontal distributions of water vapour emissions given by the three inventories

are shown in Figure 2.3 (AERO2k and QUANTIFY) and Figure 2.4 (AEDT). For each

inventory the column total emissions are shown for February. It is important to note

that each inventory represents data from different years (2000 for QUANTIFY, 2002 for

AERO2k, and 2004 for AEDT), and that any comparisons referred to in this Section are

not direct as a result.

The horizontal distribution of emissions in both QUANTIFY and AERO2k is largely

determined by the use of great circle routes (Figure 2.3). Every route in QUANTIFY is

assumed to be a great circle, along with a large number of routes in AERO2k. The result

of the combination of ETMS and AMOC trajectories over North America and Europe,
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Figure 2.3: Column total water vapour emissions for the month of February. The top
panel shows the emissions from the AERO2k inventory, for 2002; the bottom panel shows
the emissions from the QUANTIFY inventory, for 2000.
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Figure 2.4: Column total water vapour emissions for February 2004 using emissions
from the AEDT inventory.
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and the use of great circles between way-points compared to their use for whole trips,

can clearly be seen in Figure 2.3. While many of the routes in the Southern Hemisphere

appear to be very similar in AERO2k and QUANTIFY, there are significant differences

between the distribution of emissions from AERO2k and those from QUANTIFY in

the Northern Hemisphere. All tracks from QUANTIFY have a distinctive curvature as-

sociated with great circle routing, but many of the Northern Hemisphere tracks from

AERO2k appear as straight lines on the map projection, those traversing the North At-

lantic, and over Eastern Europe, in particular.

Comparing the horizontal distribution of emissions from AEDT (Figure 2.4) to those

from AERO2k and QUANTIFY (Figure 2.3) reveals an even more striking contrast than

that illustrated within Figure 2.3. The horizontal spread in emissions forced by the use

of a probability distribution about great circle routes in AEDT is clearly visible in the

Southern Hemisphere, in strong contrast to the great circle routes used in AERO2k and

QUANTIFY. However, there is also greater horizontal spread in the Northern Hemi-

sphere emissions from AEDT compared to those from AERO2k and QUANTIFY. The

water vapour emissions also extend further north in the AEDT inventory. This is likely

to be due, in part, to the use of radar data instead of flight plan data.

Comparison of Figures 2.3 and 2.4 reveals a difference in the magnitude of emissions

between the three inventories, with column total emissions being visibly higher in the

AEDT inventory than either AERO2k or QUANTIFY. Global total water vapour emis-

sions for February in QUANTIFY (2000), AERO2k (2002) and AEDT (2004) are 1.42×1013g,

1.40×1013g, and 1.72×1013g respectively. There are 23% more water vapour emissions

in AEDT for February 2004 than there are in AERO2k for February 2002, and 21%

more water vapour emissions in AEDT for February 2004 than there are in QUANTIFY

for February 2000. Lee et al. (2009) found that there was an average increase of 5.3%

per annum in passenger traffic between 2000 and 2007. Taking this into account, there

is still a difference of ∼ 13% between the total water vapour emissions in AEDT and

AERO2k, but only a ∼ 1% difference between AEDT and QUANTIFY.

There is a number of possible contributing factors to the large difference in total water
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vapour emissions between AEDT and AERO2k. The differences may be accounted for

by:

1. The use of the probability distribution in AEDT, which means that aircraft fly further

than they would on the same route in AERO2k

2. The scaling factor used in AEDT to account for unscheduled flights is known to result

in a greater number of total flights

3. The issues of representative vs. real aircraft, scheduled vs. actual flight trajectories

and the use of different aircraft performance information.

The scaling used to account for tankering in AEDT may also contribute. However,

it is difficult to determine the difference that this will make in the average compared

with AERO2k and QUANTIFY. Although the scaling means that all AEDT aircraft are

assumed to be carrying surplus fuel, there is no general assumption made about aircraft

weight in AEDT, as there is in AERO2k and QUANTIFY. This means that some aircraft

in AEDT may be much lighter than the 70% of maximum weight assumed in AERO2k

and QUANTIFY, and that the average aircraft weight in AEDT may lie close to 70% of

the maximum.

While the absence of a like-for-like comparison, and the use of only one month of data,

make a quantitative comparison impossible here, the relatively large values of total emis-

sions found in the AEDT inventory have also been identified in other studies. Kim et

al. (2005a) found that values of AEDT fuel burn, which is proportional to water vapour

emissions, were 30% greater than could be expected from the trends exhibited in previ-

ous studies. Studies by the International Civil Aviation Organization Committee on Avi-

ation Environmental Protection (ICAO/CAEP) (CAEP, 2007) have also identified large

differences in global total fuel burn between emissions inventories, with investigations

into the underlying causes still ongoing.

When comparing the magnitude of the emissions in the three inventories it is important

to note that all of the assumptions behind them, with the exception of scaling to account

for unscheduled flights, and modelling of tankering in AEDT cause a decrease in inven-

tory emissions with respect to actual emissions. The anomalously high values of fuel

burn and emissions seen in AEDT when compared to other inventories may therefore be



Chapter 2: Datasets 29

a reflection of the fact that it relies on fewer assumptions, and of its improved agreement

with airline data compared to other inventories.

The relatively long lifetime of water vapour emissions in the stratosphere has been

shown in previous studies (Gettelman (1998), for example) to be sensitive to the height

of the emissions above the tropopause. This sensitivity means that differences in the

vertical distribution of water vapour emissions between inventories have the potential

to produce a large influence on results. The vertical distribution of water vapour emis-

sions in AERO2k, QUANTIFY and AEDT for February are compared here for several

regions. The vertical distribution of global emissions, US emissions, and North Atlantic

emissions can be seen in Figure 2.5.

Vertical profiles of water vapour emissions from all three inventories have two main

maxima: one at cruise altitude (typically 9-12 km), and another at ground level. In both

the global distribution and the US distribution (Figure 2.5) it can be seen that the gate to

gate modelling used in AEDT results in a smaller percentage of the column total emis-

sions of water vapour being emitted at, or near to, ground level than the parameterization

used in AERO2k and QUANTIFY, which is known to be an overestimate (Eyers et al.,

2004).

The largest maxima in the profiles from all three inventories is at cruise altitude, with

up to 60% of the column total emissions being emitted at this level. For all the regions

shown in Figure 2.5 the effect of the combination of great circle routing and specified

cruise altitudes is reflected in the relatively narrow peaks, and greater percentage of total

emissions, at cruise altitude in the QUANTIFY profiles. The cruise altitude maxima in

the AERO2k and QUANTIFY profiles are found at the same altitude. This is likely to

be due to the fact that the cruise altitudes modelled in QUANTIFY were calculated from

a sample of AERO2k profiles.

In both the global and North Atlantic profiles (Figure 2.5), the cruise altitude in the

AEDT inventory is 1 km higher than that in the AERO2k and QUANTIFY profiles.

This is likely to be due primarily to the use of ETMS data in AEDT instead of the OAG

data used in AERO2k and QUANTIFY. The combination of ETMS and OAG data in the
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Figure 2.5: Altitude distribution of monthly total water vapour emissions for February
from AEDT, AERO2k and QUANTIFY for the years 2004, 2002 and 2000, respectively.
The global emissions distribution is shown in the top panel, he vertical distribution of
emissions over the continental USA is shown in the middle panel, and the distribution
in the North Atlantic Flight Corridor (NAFC) is shown in the bottom panel. The NAFC
has been defined in this thesis as the region bounded by 70◦W, 0◦W, 40◦N, and 65◦N.
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AERO2k inventory over the US and Europe means that AERO2k and AEDT use broadly

the same input data over the US, so it is reasonable to expect the profiles to look similar.

However, although the cruise altitude is the same in the two inventories, water vapour

emissions are much more evenly distributed with altitude in AERO2k than they are in

AEDT. This large spread in emissions about cruise altitude in AERO2k can be seen in all

the profiles, the US profile (Figure 2.5) in particular. While the AEDT and QUANTIFY

inventories both produce a sharp maximum at cruise altitude in all the profiles shown,

emissions in AERO2k are spread over a large range of altitudes, resulting in a much

smaller percentage of column total emissions being located at cruise altitude: the peak in

the global profile (Figure 2.5) could be interpreted as extending from 7-13 km, compared

to 10-13 km, and 9-12 km in the AEDT and QUANTIFY inventories respectively. The

cause of the large vertical spread of emissions within AERO2k is unknown. However,

it is thought that it is unlikely to be a true representation of the vertical distribution of

actual emissions.

When discrepancies arise between the three inventories, AEDT will be regarded as the

most reliable representation of actual aircraft movements and emissions. QUANTIFY

will be regarded as the most simplistic. Much more radar data, and schedule data, is

assimilated into the AEDT inventory than either AERO2k or QUANTIFY, removing the

need for any scaling of the recorded data. Above all, of the three inventories AEDT

fuel burn comes closest to matching records of operational fuel burn. However, all three

are an underestimate relative to fuel sales. In some studies, e.g. Lee et al., (2009),

this underestimate is accounted for by scaling the inventory emissions to IEA totals. A

summary of the methods used in the construction of the three inventories is given in

Table 2.1. The reported errors are shown in Table 2.2.

In AERO2k, radar data is combined with schedule data in the US and Europe to give the

longest possible trajectory. This combination was performed for every flight. Malwitz

et al. (2004) have since demonstrated that schedule data is a much larger source of

error than radar data for this region. As a result, when radar data and schedule data are

combined in AEDT, preference is given the radar data over schedule data. This gives a

better comparison with operational data than that which can be achieved by using either



Chapter 2: Datasets 32

radar data or schedule data alone. The method for combining radar and schedule data

over the US and Europe used in AERO2k, where each is given equal weight, is therefore

anticipated to be more prone to cause deviations from actual aircraft movements than the

methodology used in AEDT. The great circle routes used in the QUANTIFY inventory

for this region are known to cause large underestimates in the distance travelled, as is

the exclusive use of schedules data (Lee et al., 2005).

All three inventories rely on schedules data outside the US and Europe. Although scaling

is applied to take account of this in AEDT, there is no explicit treatment of unscheduled

or cancelled flights in these regions in any of the inventories. Only six days of sched-

ules data was used in the AERO2k inventory. The more frequent sampling rate used in

AEDT means that more details of flights are known. When schedule data is used in the

AERO2k and QUANTIFY inventories, aircraft are assumed to follow great circle routes

at idealised altitudes. The assumption of great circle routes is also made in AEDT. How-

ever, the use of a probability distribution gives a more realistic spread of trajectories,

both horizontally and vertically.

A more realistic representation of speed is used in AEDT than in AERO2k or QUAN-

TIFY. In AERO2k it is assumed that an aircraft flies at a constant speed whilst cruising.

In AEDT different cruise speeds are used for different altitudes, based on typical speeds

from the BADA procedure models. As speed is related to fuel burn, and fuel burn is

proportional to water vapour emissions, this is potentially important to the results of this

thesis.
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Source AERO2k QUANTIFY AEDT
Great
circles

-4.5% mean true dis-
tance travelled

-12 to -13% fuel burn
for EU

Schedules -9% compared to oper-
ational. Up to 50% re-
gionally

No VFR -2% world movements
LTO 97.7777% of opera-

tional data
INM and AEDT agree
to within 10-20% on
horizontal distance
travelled

ISA -1.5% AERO2k dis-
tance and operational
due to lack of wind.
Small difference due to
fixed temperatures

When weather is in-
cluded there is a 2.7%
difference between
AEDT and actual data.
When weather is not
included the difference
is -7.87%.

L/D curves AEDT within ±14% of
NASA data

Represent-
ative air-
craft

Uncertainty increases
with distance. Different
levels of uncertainty for
different aircraft types.

PIANO Within 3% of airline
models, and no more
than 5% higher than
BADA

Fuel flow <3% lower than actual
values due to the lack of
deterioration

6.95% greater than car-
rier data, 0.24% less
than NASA data, and
within 10% of data
from Jane’s aero en-
gines

Holding ≤1.2% underestimate
compared to actual
data for not modelling
holding

Weight as-
sumptions

60.9% load factor gives
best agreement with
airline data. ≤0.5%
underestimate due to
not accounting for
tankering.

70% load factor is close
to world average. Pos-
sible 10% variation in
weight due to tanker-
ing may cause a 2.5%
change in fuel burn.

Table 2.2: Summary of the errors reported in the evaluation of the AERO2k, QUANTIFY
and AEDT inventories.
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2.5 The ECMWF Re-Analyses: ERA

A re-analysis is an analysis produced using a record of past observations and a fixed

data assimilation system. Re-analyses tend to be used in research instead of operational

analyses as they offer a higher level of consistency. The methods used to produce op-

erational analyses change over time as problems are identified and subsequently fixed.

This can introduce discontinuities into the analysis. According to Uppala et al. (2005),

these problems are often compounded by poor communication. Users of the analyses

experience difficulties in knowing what alterations have been made and when, and what

impact they have had. Further problems arise as it is difficult to know what impact

changes in the observations have had over a given period. These difficulties are avoided,

or reduced, when a reanalysis is used: the method of data assimilation remains the same

for the duration of the re-analysis, and changes in the observing system are recorded and

their effects can be tested. Two re-analysis products are used in this project: ERA-40

and ERA-Interim. The ERA re-analyses are global, and describe the state of both the at-

mosphere and the Earth’s surface. ERA-Operational data is used for calculations beyond

the end of ERA-40 for comparison with ERA-Interim calculations, and for calculations

performed prior to the release of ERA-Interim.

ERA-40 covers the period between September 1957 and August 2002 (Uppala et al.,

2005). It has a 60 model-level vertical resolution, up to 0.1 hPa, and a horizontal res-

olution of T159. The reanalysis contains directly analysed variables, horizontal wind

components, temperature, specific humidity, and ozone, on model levels, and also sur-

face pressure. These variables, and derived upper-air variables, including geopoten-

tial and vertical velocity, have been interpolated by ECMWF onto 23 isobaric levels,

15 isentropic levels , and the |PV|=2 PVU surface, with a horizontal resolution of

1.125◦×1.125◦. Spectral model level data is used to calculate Lagrangian trajectories

(see Chapter 5) and gridded data is used to calculate tropopause variables (see Chapters

3 and 4).

ERA-Interim begins in January 1989 and runs at approximately 10 days behind real time

(Simmons et al., 2007). In this thesis, the period from January 1989 to December 2007
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will be used. ERA-Interim is calculated using a model with T799 horizontal resolution

and 91 model levels, and archived with a horizontal resolution of T255 on 60 levels. As

for ERA-40, directly analysed and derived variables have been interpolated by ECMWF

onto regular grids. For ERA-Interim these have 37 isobaric levels and 15 isentropic

levels, and are provided with a horizontal resolution of 0.703◦×0.703◦. Most of the

increase in the vertical resolution of the gridded isobaric data between ERA-40 and

ERA-Interim is due to the inclusion of extra levels in near the surface, and in the vicinity

of the tropopause.

The quality of a reanalysis is dependent on the quality of both the observation and as-

similation systems. Uppala et al. (2005) observe that the general quality of ERA-40 im-

proves over time as the number and type of observations increase (see Figure 2.6). There

are more observations assimilated in the Northern Hemisphere compared to the South-

ern Hemisphere, and consequently data for the Northern Hemisphere is of higher quality

than that for the Southern Hemisphere (Bromwich and Fogt, 2004). ERA-Interim uses

the same observations that were used in ERA-40, but with some additions. These include

the assimilation of Geostationary Operational Environmental Satellite (GOES) water

vapour radiances, MODerate resolution Imaging Spectroradiometer (MODIS) winds,

and Solar Backscatter Ultraviolet Radiometer (SBUV) and Global Ozone Monitoring

Experiment (GOME) ozone data (ECMWF, 2010).

ERA-40 uses a three dimensional variational assimilation system (3D Var) (Uppala et

al., 2005). In 3D Var, observations within ±3 hours of the analysis time are assumed to

occur at the analysis time. They are then combined with background information from

the forecast model to give an analysis. The observations and background are combined

using statistical estimates of their errors.6 4D Var, in which observations are used at the

time they were taken, is used in ERA-Interim (Andersson and Thèpaut, 2008).

The use of 4D Var in ERA-Interim resulted in systematically improved forecast per-

formance compared to ERA-40, especially in the Southern Hemisphere. The use of

6In ERA this involves minimisation of the ‘cost function’. This is the sum of the squared deviations
of analysed values from observations and forecast, weighted by the accuracy of the observations and
forecast.
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Figure 2.6: Chronology of types of observations assimilated in ERA-40 from 1957 to
2002. (From Uppala et al. (2005))

variational bias correction improves the consistency of the observations used in the anal-

ysis compared to ERA-40 (Uppala et al., 2008). ERA-Interim also benefits from a new

humidity analysis (Simmons et al., 2007), and revised cloud physics and convection

schemes, amongst other changes to the forecasting system (ECMWF, 2010).

The advantages of using ERA-Interim compared to ERA-40 are discussed in detail by

Simmons et al. (2007). They include a significant reduction of the too-strong Brewer-

Dobson circulation and a more realistic age of air in the stratosphere, key improvements

in the water cycle, and systematic improvements in the Southern Hemisphere. The data

are also calculated and archived at higher resolution, which is expected to be significant

for this work.
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The Tropopause

The troposphere is generally characterised by rapid vertical mixing, and decreasing tem-

perature with height (Figure 3.1). It contains most of the atmosphere’s water vapour, and

accounts for most of the total atmospheric mass, but only accounts for a small percent-

age of the total atmospheric depth. Conversely, the stratosphere is a very dry region, and

its static stability means that little vertical mixing occurs. Temperature remains approx-

imately constant with height in the lower layers of the stratosphere, while the influence

of ozone causes an increase in temperature with height in the upper layers (Seinfeld and

Pandis, 1998).

Because the troposphere and stratosphere have a number of contrasting properties, it

is possible to define the tropopause, the boundary between the troposphere and strato-

sphere, using several different diagnostics, with no universally right or wrong choice.

As such, there is little concurrence between the tropopause definitions used in different

studies, even those evaluating the impacts of aviation on climate. Thermal definitions

identify the tropopause from a change in lapse rate, or a temperature minimum; the

change in stability from troposphere to stratosphere can be used to give a potential vor-

ticity (PV) definition; and abrupt transitions in water vapour, ozone, and other trace gas

concentrations can be used to define the tropopause as a chemical transition layer.

The concept of the tropopause has been evolving over the last century. In 1909 Gold used

38
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Figure 3.1: Typical vertical structure of temperature in the lowest 100 km of the atmo-
sphere. (From Andrews (2000))

balloons to investigate the nature of the upper levels of the atmosphere. These experi-

ments ‘revealed the existence of an abnormal change in the vertical temperature gradi-

ent’ that we now know to be associated with the tropopause. Gold (1909), in agreement

with the earlier observations of Teisserenc de Bort in 1899, found that the temperature

of the atmosphere decreased with height at a rate of approximately 6◦C km−1, before

reaching a height above which the temperature remained almost constant (Figure 3.1).

Gold observed similar temperature profiles in several locations in the Northern Hemi-

sphere, allowing him to conclude that this was not simply a local phenomenon. The

collection of profiles also revealed that the change in the vertical temperature gradient

tended to occur at higher altitudes near to the equator (Figure 3.2).

Gold (1909) was able to reproduce many of the observed characteristics of the atmo-

sphere using a simple radiative model, where radiative transfer prevented the establish-

ment of a temperature gradient necessary for convection at upper levels, while convec-
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Figure 3.2: Latitude-altitude cross section of the lower atmosphere in January 1993.
Contours show longitudinally averaged temperature (dashed) and potential temperature
temperature (solid). The heavy contour denotes a dynamic tropopause. (From Holton et
al. (1995))
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tion was maintained at lower levels by the transfer of energy from the Earth’s surface.

Gold also concluded that the observed latitudinal variation in tropopause height (Fig-

ure 3.2) was due to variations in the atmospheric water vapour content. However, he

was unable to reproduce the magnitude of the observed variation in height. Simpson

(1928) found that the assumption that atmospheric water vapour can be treated as a grey

body, as used by Gold (1909), tends to lead to poor agreement with observations. He

suggested that the latitudinal variation in the height of the tropopause was likely to be

controlled not by the thermodynamics of the stratosphere, but by the dynamics of the

troposphere.

Several decades after Simpson’s suggestion that the height of the tropopause may be

dependent on tropospheric dynamics, Manabe and Strickler (1964) considered a series

of radiative and thermal equilibrium models of the atmosphere. Like Gold (1909), they

were able to reproduce the temperature inversion above the tropopause. They also re-

alised the importance of the absorbing properties of ozone in this region, and computed

a series of thermal equilibria for typical distributions of absorbers at different latitudes.

They concluded that the latitudinal variation in the concentrations of both water vapour

and ozone could be partly responsible for the latitudinal variation in the thickness of the

isothermal layer. However, they found that they were still unable to reproduce the mag-

nitude of the latitudinal variation in the height of the tropopause, and concluded that, as

suggested by Simpson (1928), the ‘dynamics of large scale motion’ must therefore be

important.

The characteristics of diabatic heating are very different in the tropics and the midlat-

itudes. Moist convection is dominant in the tropics, while large-scale eddies play a

significant role in the midlatitudes. Held (1982) realised that this would act as a barrier

to the construction of models of the global-mean vertical temperature profile, like the

radiative-convective models used in earlier studies. In an attempt to provide a qualita-

tive theory for the height of the tropopause that did not require detailed knowledge of the

vertical structure of dynamical heating, Held suggested three constraints: a global radia-

tive constraint, and a dynamical constraint for each of the tropics and the midlatitudes.

Using the Charney (1947) conceptual model in midlatitudes, and a model of moist static
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stability in the tropics, Held was able to reproduce the observed variation in tropopause

height.

The height of the tropopause tends to lie in the range 9 to 16 km. This range includes the

typical cruise altitude of commercial aircraft, 10 to 11 km, and therefore the definition of

the tropopause is important in determining the calculated proportion of emissions that

enter the stratosphere directly (Gettelman and Baughcum, 1999, Forster et al., 2003).

The tropopause is often significantly lower than 9 km in localised regions, and as a

result the time spent by aircraft in the stratosphere can often be underestimated if a cli-

matological tropopause is used (RCEP, 2002). Because of the potential sensitivity of the

calculated climate impact of water vapour emissions to the location of the tropopause,

as demonstrated by Gettelman (1998) for example, it is important that a well-based and

consistent definition is used.

In this chapter a thermal and dynamic tropopause definition will be considered in detail

in Sections 3.1 to 3.3 before a global tropopause definition is introduced in Section 3.4.

The sensitivity of the tropopause definitions to the ERA data set used in their calculation

is discussed in Section 3.5.

3.1 The thermal tropopause

The temperature profiles in the troposphere and stratosphere are very different: while

temperature tends to decrease with height in the troposphere, with an average lapse rate,
dT
dz

, of -6.5 ◦C km−1, it remains constant or even increases with height in the stratosphere.

These differences in temperature profile, and the discontinuous change between them,

mean that the temperature lapse rate can be used to define the tropopause. Convention-

ally, the tropopause defined by the World Meteorological Organization (WMO) in 1957

is used. It often forms the basis of studies comparing different tropopause definitions

(Hoerling et al. (1991), Gettelman and Baughcum, 1999, Forster et al., 2003, for ex-

ample), and is used to calculate the ‘reported tropopause’ from radiosonde ascents. The

WMO defines the ‘first tropopause’ as “the lowest level at which the average lapse rate
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between this level and all higher levels within 2 km does not exceed 2◦C km−1. When

above the first tropopause, if the average lapse rate between any level and all higher lev-

els within 1 km exceeds 3◦C km−1, then a ‘second tropopause’ can occur and is defined

by the first criteria. This tropopause can either be above or within the 1 km layer. Fur-

ther tropopauses may be defined similarly.” In this study a thermal tropopause definition

is based on the ‘first tropopause’ of the WMO definition: the ‘thermal tropopause’ is

defined as the lowest level above 500 hPa at which the temperature lapse rate is greater

than or equal to -2 ◦C km−1, provided that the lapse rate between this level and all higher

levels within 2 km has an average value of not less than -2 ◦ km−1. 500 hPa is defined

as the maximum thermal tropopause pressure to avoid a tropopause that either intersects

the ground, or has an anomalously low altitude, following Gettelman and Baughcum

(1999).

The thermal tropopause is calculated using ERA-40 data on pressure levels. Restricting

the tropopause to these pressure levels would result in discontinuities, so linear interpo-

lation is used to find the thermal tropopause. The lapse rate and height at the midpoint

between each of the pressure levels is calculated. The height, zlow, at which the lapse

rate, Γ = dT
dz

, is equal to -2 ◦ km−1 can be found from these values using linear interpo-

lation:

zlow = z− 1
2

+
(−2− Γ− 1

2
)(z+ 1

2
− z− 1

2
)

(Γ+ 1
2
− Γ− 1

2
)

(3.1.1)

where subscripts of−1
2

and +1
2

denote the heights and lapse rates of the midpoints at the

lower and upper boundaries of the interpolation region respectively. If the mean lapse

rate is greater than or equal to -2 ◦ km−1 for a depth of 2 km or more above zlow, then

zlow is taken as the height of the thermal tropopause.

3.2 The dynamic tropopause

PV is the product of the thermal stability along the direction of absolute vorticity and

the magnitude of the vorticity of an air parcel divided by the density. The Ertel form of
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PV, which is relevant for adiabatic frictionless motion, is written as:

P =
1

ρ
ζa · ∇θ (3.2.1)

where ζa is the vertical component of absolute vorticity (Equation 3.2.2), θ is potential

temperature (Equation 3.2.3), and ρ is the fluid density (Hoskins et al., 1985). Making

the hydrostatic approximation, the vertical component of absolute vorticity is given by:

ζa = f + k · (∇× v) (3.2.2)

where f is the Coriolis parameter, k is the unit vector in the vertical, and v is the hori-

zontal wind vector. The potential temperature is the temperature that an air parcel would

have if it were expanded or compressed adiabatically from its existing pressure and tem-

perature to a standard pressure, p0. For an ideal gas, potential temperature is given by

the equation:

θ = T

(
p0

p

)κ
(3.2.3)

where T is the temperature of the parcel, p is the environmental pressure, p0 is a standard

pressure, usually taken to be 1000 hPa, and κ is the ratio R
cp
≈ 0.286, where R is the gas

constant and cp is the specific heat capacity at constant pressure.

PV, as defined in Equation 3.2.1, is conserved following the motion for adiabatic, fric-

tionless flow. Making the anelastic, Boussinesq, and small Rossby number approxima-

tions, it is possible to define quasi-geostrophic potential vorticity (QGPV).1 QGPV is

conserved following the horizontal geostrophic flow for frictionless , adiabatic motion,

and is an approximation for the conservation of PV moving with the full flow. QGPV is

defined as:

q = f0 + βy +52
hψg + f 2

0

∂

∂z

(
1

N2

∂ψg
∂z

)
(3.2.4)

1In the anelastic approximation it is assumed that variations in density and pressure are dominated
by the exponential decrease with height necessary for hydrostatic balance in the atmosphere. In the
Boussinesq approximation it is assumed that density is constant, except in the buoyancy term of the
thermodynamic equation. This is equivalent to assuming that the height scale over which density varies is
much more than the height scale of weather systems. The small Rossby number approximation (Ro<<1)
is an assumption that systems are close to geostrophic balance.
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where ζg is the vertical component of geostrophic absolute vorticity; f0 is the Coriolis

parameter, assumed to be constant; b′ is buoyancy; N2 is the Brunt-Väisälä frequency;

ψg is the geostrophic streamfunction; and β is given by:

β = 2

(
Ω

a

)
cosφ0 (3.2.5)

where Ω is the Earth’s angular velocity; a is the Earth’s radius; and φ0 is the latitude of

the origin of the local Cartesian coordinates. Following Equation 3.2.4, the perturbation

QGPV (from the basic state, f ) can be written as:

q′ = 52
hψg +

f 2
0

ρ

∂

∂z

(
ρ

N2

∂ψg
∂g

)
(3.2.6)

Assuming that N2 is a constant, and rescaling height so that ẑ =
(
N
f0

)
z allows Equa-

tion 3.2.6 to be written in the form of a Poisson equation:

q′ = 5ψg (3.2.7)

This means that if q′ is known then the expression for q′ can be integrated (inverted)

to find ψg, given known boundary conditions, and hence find the circulation and po-

tential temperature anomalies associated with that q′. It is the Lagrangian conservation

properties and invertability of PV that allow it to be used to give a concise insight into

atmospheric dynamics. Observations studies, Reed (1955) and Danielsen (1964) for

example, have shown that PV is indeed a useful airmass tracer.

It can be found from Equation 3.2.1 that, on synoptic and larger scales where the vertical

components dominate:
dP

dt
' −g(ζ + f)

∂θ̇

∂p
(3.2.8)

where θ̇ is the diabatic heating rate. From this equation, it can be seen that heating above

or cooling below an air parcel (increasing the vertical gradient of diabatic heating) causes

an increase in the PV of a parcel (Martin, 2006). It follows from the thermal structure

of the atmosphere (see Figure 3.1) that stratospheric air, with its large stratification, ∂θ
∂z

,

should have much larger values of PV than tropospheric air. Reed (1955), and Reed and
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Danielsen (1959), showed that the PV of stratospheric air may be as many as three orders

of magnitude greater than that of tropospheric air. This difference allows a tropopause

to be defined either using the vertical gradient of PV, or assigned to the position where

PV reaches a chosen critical value.

Critical values of PV are often used to define a dynamic tropopause, and tend to be in

the range |PV|=1.6 - 3.5 PVU (where 1 PVU = 1×106 K m2 kg−1 s−1), although there is

no consensus as to where in this range the most useful value lies. Hoerling et al. (1991)

concluded that a critical value of 3.5 PVU gave a dynamic tropopause that had the best

agreement with observations of tropopause pressure extracted from rawinsonde data us-

ing the thermal definition, and also with the rms values of PV on the thermal tropopause

poleward of 20◦ latitude. However, it should be noted that this conclusion was reached

using relatively poor vertical resolution data with only 15 isobaric surfaces. Holton et

al. (1995) found that the 2 PVU surface was ‘remarkably close’ to the observed WMO

extratropical tropopause, while the WMO (1986) definition places the tropopause at a

critical value of 1.6 PVU. Danielsen (1964), however, used simultaneous measurements

of ozone and fallout from nuclear tests (both stratospheric tracers), and calculations of

potential vorticity from observations of wind and potential temperature, to show that

the lowest reported tropopause was associated with a critical value at or near to 1 PVU.

When comparing such results, it should be noted that the results of model studies, like

those of Hoerling et al. (1991), are sensitive to both the resolution of the data set used

and the data set itself. Pan et al. (2004) found that the 2 PVU surface was generally ∼1

km lower than the thermal tropopause in the extratropics, but that it was in very good

agreement with a tropopause identified from the ozone profile. They also identified a

tropopause from the carbon monoxide profile, which was ∼1 km above the thermal

tropopause. These results suggest that the tropopause lies between 1 and 4 PVU.

In this study the ‘dynamic tropopause’ is defined as the lower of the surface where the

absolute value of potential vorticity is equal to 2 PVU, and the 380 K isentrope. The

2 PVU surface lies in the middle of the range of values found in observational studies

(Danielsen, 1968, Shapiro, 1978, 1980) and follows the definition most commonly used

in previous studies e.g. Hoskins (1988, 1991) and Forster et al., (2003). The definition
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is not based on the PV surface alone as the vertical component of absolute vorticity

changes sign at the equator, causing the height of the surface to tend to infinity there.

The 380 K isentrope, shown by Holton et al. (1995) to be a good approximation to

the tropical tropopause, acts as a cap on the height of the tropopause in the equatorial

regions where the PV definition is not applicable (see Figure 3.2).

Although 1-4 PVU is a clear transition region between the troposphere and the strato-

sphere, tropopauses defined using the lower values of PV in this range tend to give more

detail of synoptic scale events, such as tropopause folding. As these events are thought

to play a key role in stratosphere to troposphere exchange (e.g. Lamarque and Hess,

1994) it is necessary to define a tropopause that will resolve them when the removal of

emissions from the stratosphere is being considered in Chapter 6.

ERA data is provided on the PV=2 PVU surface. For ERA-40, this data is the result

of calculations by ECMWF using 60 model levels, while a tropopause placed at any

other critical value would need to be calculated from the available pressure level data,

as used to calculate the thermal tropopause, which has 23 vertical levels. As there is no

strong case for not using a value of 2 PVU, this data is used to avoid performing vertical

interpolation between relatively coarse isobaric levels.

3.3 Analysis of the thermal and dynamic tropopauses

The detailed properties of the thermal and dynamic tropopauses have been investigated

and compared through two case studies, 1 January 2002, 0Z and 1 August 2002, 0Z,

providing examples of the surfaces from different seasons.

Figure 3.3 illustrates the height above sea level of the thermal and dynamic tropopauses

on 1 January 2002 at 0Z. The difference between the two surfaces is also shown. While

some significant differences between the heights of the surfaces produced by the two

definitions are apparent, mainly in the sub-tropics, the same synoptic features can be

identified from both plots. However, more synoptic structure can be seen in the dynamic
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tropopause. In the Northern Hemisphere there are ridges over the western United States

and Canada, the North Atlantic and central Asia. At most longitudes there is a steep

gradient in tropopause height near 30◦N associated with the sub-tropical jet. In the

Southern Hemisphere there is a large area of low tropopause height to the west of the

tip of South America, and another south of Africa. Regions of high tropopause height

extend poleward south-west of Australia, and equatorward over the South Pacific and

South Atlantic. The height gradient near 30◦S is more gradual than that in the Northern

Hemisphere. This is to be expected as temperature gradients are weaker in summer,

resulting in a weaker jet stream, and weaker sub-tropical tropopause height gradients.

The difference in these gradients is illustrated more clearly in the tropopause height -

latitude section shown in Figure 3.4.

Cross sections through the tropopause along the Greenwich meridian are shown in Fig-

ure 3.4 for the January and August case studies. It can be seen in Figure 3.4 that there

is reasonable agreement between the thermal and dynamic tropopause heights in both

the Northern and Southern Hemisphere extratropics. The dynamic tropopause is gen-

erally a few hundred metres lower than the thermal tropopause, but at the same height

in some places (see Figure 3.4). This height difference is much smaller than that found

by Pan et al. (2004) in their study. In a reflection of its dynamical nature, the dynamic

tropopause definition allows the resolution of greater small scale detail than the ther-

mal tropopause definition. As both the thermal and dynamic tropopause definitions are

arbitrary, it would not have been useful to sacrifice some of this resolution in order to

use a higher value of PV and produce and better agreement in height between the two

surfaces. It can be seen in Figure 3.4 that where there are depressions in the height of the

tropopause in the extratropics the thermal tropopause definition tends to underestimate

their depth relative to the dynamic definition. The very high thermal tropopause heights

that can be seen in the high Southern Hemisphere latitudes in August are discussed later

in this section.

The dynamic tropopause is capped at 380 K (approximately 17 km), which was shown

by Holton (1995) to be a good approximation to the tropical tropopause. This cap means

that the dynamic tropopause is almost flat across the equator. The discontinuity associ-
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Figure 3.3: Height (in metres) of the thermal (top) and dynamic (middle) tropopauses
for 1 January 2002 at 0Z. The difference (in metres) between the two plots is shown in
the bottom panel.



Chapter 3: The Tropopause 50

Figure 3.4: Cross section along the Greenwich Meridian of the thermal and dynamic
tropopauses for 1 January 2002 at 0Z (top) and 1 August 2002 at 0Z (bottom).
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ated with this can be seen in Figure 3.4. Comparison with the thermal tropopause shown

in the same Figure shows that this discontinuity is much less severe than the one found

naturally in the thermal tropopause at the tropopause break. It can also be seen that the

altitude of the two tropopause surfaces are in good agreement in the tropics.

Figure 3.5 illustrates the height of the thermal and dynamic tropopauses on 1 August

2002 at 0Z. There are conspicuous differences between the two tropopauses in the

Southern Hemisphere, but in general they show the same features. In the Northern

Hemisphere there are troughs over Canada, Greenland and Russia, and a small region

of low tropopause height extending over the British Isles and France. A large region of

high tropopause height, extending from the Arabian Peninsula to Japan, is the dominant

feature in the sub-tropics, and is present on both of the tropopauses. However, there

are very sharp gradients on the northern edge of the feature in the thermal tropopause,

suggesting that it may be multi-valued in this region. In the Southern Hemisphere there

are large regions of low tropopause height over the south Indian Ocean, and to the west

of the southern tip of South America.

As in the January case study, the dynamic tropopause resolves smaller scale features

than the thermal tropopause. And again, there are steep height gradients near 30◦S,

which are slightly further poleward on the thermal tropopause.

The large regions of very high tropopause height over the Antarctic on the thermal

tropopause are in marked contrast to the low dynamic tropopause, which has smooth

height gradients. This difference arises as the thermal tropopause becomes unreliable in

regions where there is little vertical mixing in the troposphere. In the absence of ver-

tical mixing there is no strong change in lapse rate at heights where the tropopause is

expected to lie, and so the WMO criteria are not met. When the average lapse rate does

not have an average value of 2 ◦C km−1 of less for a depth of 2 km at any point in the

profile, the thermal tropopause is placed at 500 hPa to ensure that a tropopause is defined

at each grid point.

Anomalously high tropopause altitudes (as can be seen the Antarctic in Figure 3.5) arise

when the WMO (1957) criteria are satisfied at atypically high altitudes. It is not possible
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Figure 3.5: Height (in metres) of the thermal and dynamic tropopauses for 1 August
2002 at 0Z. The thermal tropopause (top) is unreliable over the Antarctic, giving an
artificially high tropopause, in strong contrast to the dynamic tropopause (middle). The
difference between the two surfaces (in metres) is shown in the bottom panel.
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to prevent these anomalies by applying a global cap that forces the tropopause to the 500

hPa level if the WMO criteria places it at a very high altitude as the tropical tropopause is

often at a higher altitude than the Antarctic anomalies. The magnitude of this problem is

illustrated in Figures 3.4, and 3.5. In Figure 3.4 the thermal and dynamic tropopauses are

in good agreement until 40◦S when the thermal tropopause jumps to a height in excess

of its height in the tropics, and more than 50% higher than the dynamic tropopause at the

same point. A similar problem can occur in the Arctic region in boreal winter months,

but the problem arises less frequently, and tends to affect only a small area.

Comparison of Figures 3.6 and 3.7 gives further insight into the difficulties of using the

thermal tropopause in the polar night regions. Figure 3.6 shows temperature and lapse

rate profiles for Brest, France, in January and August. Figure 3.7 is a similar figure

for Davis, Antarctica. Sharp changes in both temperature and lapse rate gradient are

observed near to 400 hPa in both sets of French profiles, and the January Antarctic pro-

files. The temperature profile for the August Antarctic ascent, by comparison, displays a

much smoother transition to the isothermal layer. There is no clear lapse rate maximum

below 100 hPa in the lower right panel of Figure 3.7. Both January Antarctic profiles

have clear features associated with the tropopause near 400 hPa. Similar features do not

occur in the August profiles at pressures greater than 10 hPa, and it is at these higher

altitudes that the thermal tropopause is placed.

The PV profiles for Brest and Davis on 1 August 2002, 0Z, are shown in Figure 3.8. Tro-

pospheric PV of<1 PVU can be seen in both profiles, along with a clear transition region

between 1 and 6 PVU, before PV increases linearly with height in the stratosphere. The

clarity and similarity of the both profiles, in contrast to the comparison between the lapse

rate profiles, demonstrates that the dynamic tropopause is more suitable for use in the

high latitudes.
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Figure 3.6: Temperature (left) and lapse rate (right) profiles for Brest, France, generated
from both the ERA-40 reanalysis and Met Office radiosonde data for 1 January 2002,
0Z, (top) and 1 August 2002, 0Z, (bottom).
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Figure 3.7: Temperature (left) and lapse rate (right) profiles for Davis, Antarctica, gen-
erated from both the ERA-40 reanalysis and Met Office radiosonde data for 1 January
2002, 0Z (top) and 1 August 2002, 0Z, (bottom).

Figure 3.8: PV profiles from ERA-40 for Brest (left) and Davis (right), 1 August 2002,
0Z.
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3.3.1 Advantages/disadvantages of the two definitions

Neither the thermal nor the dynamic tropopause can confidently be used globally, despite

the thermal tropopause definition being globally applicable. As the 1 August 2002 case

study demonstrated, the thermal tropopause definition becomes unreliable in the polar

night regions (see Figures 3.4, 3.5, and 3.7). Although this problem is most apparent

in the winter polar regions, the Antarctic in particular, sharp gradients in the height of

the thermal tropopause can be found in regions of the extratropics. Wave disturbances

causing convergence also cause a change in the static stability, leading to a displacement

of the thermal tropopause as it jumps from the base of one stable layer to another (see

Figure 3.3, (180E, 30N), or Figure 3.5, (150E, 30S), for example).

The dynamic tropopause definition includes a potential temperature cap close to the

equator. The vertical component of absolute vorticity changes sign at the equator, caus-

ing the height of any constant PV surface to tend to infinity. Dameris (2003) concluded

that, because of this, the dynamic tropopause is only really applicable poleward of 10◦

latitude. It can be seen in the 1 January 2002 cross section in Figure 3.4 that the 380

K cap is only used equatorward of 10◦ latitude. However, in the 1 August 2002 cross

section the cap is used at around 20◦S (Figure 3.4), suggesting that Dameris’ conclusion

may be slightly optimistic.

Holton et al. (1995), amongst others, note that the thermal tropopause definition, which

does not evolve with airmasses, obscures the fact that the tropopause often behaves like

a material surface. While the thermal tropopause is unable to characterise air masses

because the vertical temperature gradient is not a conserved quantity, potential vorticity,

and therefore the dynamic tropopause, is materially conserved in adiabatic motions.

The behaviour of the tropopause as a material surface is consistent with the observation

that the tropopause corresponds roughly to an isentropic surface in the tropics and a

surface of constant potential vorticity in the extratropics. This property is utilised in the

definition of a globally valid ‘blended tropopause’ in the following section.

Another advantage of the dynamic tropopause is the resolution of synoptic scale features
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in the extratropics, particularly the resolution of deep depressions in the tropopause (Ho-

erling et al., 1991). Danielsen (1968) also cites this as one of the main disadvantages of a

dynamic tropopause definition compared to a thermal tropopause definition as, because

it can have more than one value at a given point, the height of the tropopause cannot be

projected onto a horizontal map for a tropopause folding event. However, the dynamic

tropopause definition remains consistent in these situations, despite being multi-valued.

When multiple |PV|=2 PVU surfaces are detected in the ERA analysis system, the data

archived as the |PV|=2 PVU surface uses the highest altitude level. This problem does

not arise for the thermal tropopause, which is defined as the lowest level where the lapse

rate condition is met. However, the thermal tropopause can be difficult to identify at all

in such situations, especially if the data has coarse vertical resolution.

It is possible that the resolution of synoptic scale features, such as tropopause folding

events, may have an influence on the results of the trajectory analysis used in this work.

It can be seen in Figure 3.9, which shows a cross section through a tropopause folding

event, that maximum upper level winds occur at the focus of the tropopause fold. It is in

this region that aircraft are likely to fly. The resolution of synoptic features will also be

of importance for determining whether airmasses should be described as stratospheric

or tropospheric when mixing occurs at the tropopause.

Previous studies have shown the thermal tropopause definition, and to some extent the

dynamic tropopause definition, to be limited by the resolution of the data set used to

calculate it. Hoerling et al. (1991) (for example) found that the thermal tropopause

calculated from the ECMWF level IIIb data set differed from reported tropopause pres-

sures, calculated from radiosonde observations using the same criteria, by as much as

80 mb. In this study, the resolution of the data set is likely to have more of an influence

on the thermal tropopause than the dynamic tropopause, as the data used to calculate

the dynamic tropopause has a much higher vertical resolution. The sensitivity of both

tropopause definitions to the data set used to calculate them is discussed in Section 3.5.
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Figure 3.9: Cross section through a tropopause folding event (13 March 1978), showing
the 1 PVU surface (heavy solid contour), potential temperature (thin solid contours),
wind speed (heavy dashed contours), the troposphere (stippled area) and a research
aircraft flight track (thin dashed lines). (From Shapiro (1980))
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3.4 The blended tropopause

Held (1982) examined the different factors influencing tropopause position in the tropics

and extratropics. He concluded that a theory for global-mean static stability would be

of little use due to the differences in dynamics between the tropics, where moist con-

vection dominates, and extratropics where synoptic-scale eddies are more significant.

The results in the previous sections have highlighted some of the difficulties in applying

a single tropopause definition globally. The dynamic tropopause definition includes a

potential temperature cap in the deep tropics, and the thermal tropopause is sometimes

unsuitable at high latitudes, and in active weather systems. A truly global tropopause

analysis requires a combination of both the thermal and dynamic tropopause definitions

in order to take these differences into account. A variety of combinations have been

used in previous studies. They can be grouped into latitude-dependent combinations,

and Lagrangian-style combinations where environmental tracers are used to delineate

the tropopause.

Previous studies exploring the climate impact of aviation have tended to use a latitude-

dependent tropopause definition (Hoinka, 1999, and Forster et al., 2003 for example).

In these combinations, a dynamic definition is applied poleward of a given latitude (∼

30◦), and a thermal definition is applied equatorward of another latitude (∼ 20◦), with

linear interpolation used in between to give a smooth transition. However, even when

a complicated weighting function, such as that developed by Hoerling et al. (1991), is

used in the transition region, the latitude dependence of the definition is reflected in the

tropopause surface itself.

Although they are simple and inexpensive to compute, latitude-dependent definitions

can obscure the dynamic situation. For example, air can be transported between the

extratropics and the tropics, and in these situations it is likely to be more appropriate to

use a dynamic tropopause definition deeper into the tropics.

Schoeberl and Morris (2000) and Morris et al. (2003), avoid the problems of latitude

dependence by defining the tropopause as the position of the height minimum of the
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thermal and dynamic tropopauses. This avoids the problem of the height of the dynamic

tropopause tending to infinity at the equator, and is also beneficial in the polar night

regions where the thermal tropopause tends to be artificially high.

In this study the interpolation region between the thermal and dynamic tropopauses is

bounded by the point at which the dynamic tropopause intersects the 350 K and 370 K

isentropic surfaces. This prevents the introduction of latitude dependence into the def-

inition. The interpolation between the thermal and dynamic tropopauses is performed

vertically, in potential temperature (θ) coordinates, so that no explicit latitude depen-

dence is introduced through the computational method.

The steep gradients in tropopause height in the sub-tropics tend to be found further

poleward when the thermal tropopause definition is used, compared to the dynamic

tropopause definition, especially in the winter hemisphere. Additionally, there can be

more than one latitude in each hemisphere where the PV=2 PVU surface crosses the

370 K surface for any given longitude. When both of these events occur at the same

longitude, a simple combination of the dynamic and thermal tropopause definitions can

result in discontinuities. Thus, in order for the blended tropopause to be both continu-

ous and mathematically consistent, it has been defined as a combination of the dynamic

tropopause and the lower of the dynamic and thermal tropopauses, hmin (Figure 3.10).

The height of the blended tropopause, hblended, is given by:

hblended =


hdynamic where θPV 2 < 350 K(
θPV 2−350

20

)
hmin +

(
1− θPV 2−350

20

)
hdynamic where 350 ≤ θPV 2 ≤ 370 K

hmin where θPV 2 > 370 K

where θPV 2 is potential temperature on the dynamic tropopause and hdynamic is the

height of the dynamic tropopause.

There are very few obvious differences between the dynamic and blended tropopauses

when a 1500 m contour interval is used. However, comparison of the surfaces using a

finer scale shows differences in height in excess of 500 m equatorward of 30◦ latitude
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Figure 3.10: Schematic showing cross sections of the dynamic and thermal tropopauses,
and the 350 and 370K isentropes. The right hand axis indicates the composition of the
blended tropopause.

(see Figure 3.11 for the 1 August 2002 example). Over South America and the Indian

Ocean the difference is in excess of 1250 m. It can be seen in Figure 3.11 that the

blended definition is generally only different from the dynamic definition over a very

narrow range of latitudes. This range is, however, very variable. The typical range of

latitudes over which the blended definition is applied can be seen in Figure 4.2.

3.5 Sensitivity to ERA data set

It has been shown in previous studies that the tropopause is sensitive to the data set

from which it is produced, and the resolution of that data set (e.g. Hoerling et al.,

1991). Discussion of the tropopause in this Chapter so far has focused on the tropopause

calculated using the ERA-40 dataset. However, the improved forecasting system used

in ERA-Interim, along with an increased vertical resolution in both model level data

and gridded data on pressure levels, is likely to result in some changes to the diagnosed

tropopause.

It is expected that the change from ERA-40 to ERA-Interim will have the largest impact
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Figure 3.11: The difference (in metres) between the dynamic and blended tropopauses
on 1 August 2002, 0Z.
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on the thermal tropopause. The vertical interpolation, and the 2 km criterion, make

the thermal tropopause particularly sensitive to changes in the vertical resolution of the

data set from which it is calculated. There are 37 isobaric levels in ERA-Interim gridded

data, compared to 23 in ERA-40, and a large number of these extra levels are included at

typical tropopause pressures. If a standard atmosphere is assumed, the distance between

pressure levels near 200 hPa decreases from 50 hPa (∼1500 m) in ERA-40 to 25 hPa

(∼700 m) in ERA-Interim. This makes it more likely that the tropopause will be reliably

identified when ERA-Interim data is used. The increased number of model levels used in

ERA-Interim (91, compared to 60 in ERA-40) means that there will be a similar impact

on the dynamic tropopause. However, it will be smaller in magnitude as the number

of levels is large in both data sets, and the dynamic tropopause is not tied to a depth

criterion.

In addition to the differences in data resolution, there are substantial differences between

the forecasting systems used in ERA-40 and ERA-Interim (see Chapter 2). Changes

likely to affect the tropopause surface are:

(i) The change from 3-D to 4-D Var (Andersson and Thépaut, 2008), which has re-

sulted in systematically improved forecast performance, particularly in the South-

ern Hemisphere, where observations are often sparse.

(ii) Improvements in the treatment of humidity in ERA-Interim compared to ERA-40

have significantly reduced the overestimation of precipitation discussed in Hage-

mann et al. (2005), particularly over the tropical oceans, and the associated latent

heating and circulation changes (Simmons et al., 2007).

(iii) Improvements in the representation of the stratosphere have resulted in a more re-

alistic age of air in the stratosphere in ERA-Interim, and also increased agreement

with observations of stratospheric humidity and temperature. However, where the

stratosphere in ERA-40 has a significant cold bias compared to other reanalyses,

there is a positive bias in ERA-Interim (Simmons et al., 2007).

(iv) The use of bias correction in ERA-Interim when assimilating satellite radiance
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data removes many of the conflicting bias corrections found in ERA-40, improv-

ing the fit to “conventional data” (Simmons et al., 2007).

For the consideration of the Antarctic tropopause, it is also worth noting that vertical

temperature profiles in the polar stratosphere from ERA-40 often contained a “spurious

oscillatory structure” (Simmons et al., 2007). This structure is reduced in amplitude in

ERA-Interim.

The thermal tropopause calculated from ERA-40 and ERA-Interim data, and the differ-

ence between the two surfaces, is shown in Figures 3.12 and 3.13 for two case studies

of 1 January 2002 and 1 August 2002 respectively. It can be seen in Figure 3.12 that the

two surfaces are generally within 500 m of each other, which is a third of the typical dis-

tance between pressure levels in ERA-40 at typical tropopause altitudes. There are larger

differences in the high latitudes and the sub-tropics. The change in the Northern Hemi-

sphere high latitudes is likely to be due mostly to the increased vertical resolution of

ERA-Interim compared to ERA-40, making it easier to identify the thermal tropopause

in the polar night.

Differences between the tropopause surfaces in the Southern Hemisphere (see Figure 3.12)

are likely to be due to a combination of the increased resolution and improved fore-

casting system in ERA-Interim. However, the extension of large differences into the

extratropics suggests that it is changes to the IFS that are the dominant cause of the

differences.

The differences between the two thermal tropopause surfaces in the sub-tropics on 1

January 2002 cannot necessarily be attributed to an improvement of the reliability of

the tropopause with the use of ERA-Interim. Such large differences could easily be

caused by a slight latitudinal shift in the position of the large gradients in the tropopause

typical of this region, and it is difficult to attribute such a shift to either a change in the

forecasting system, or the resolution of the data.

As in the January case study, the thermal tropopauses calculated using ERA-40 and

ERA-Interim data for 1 August 2002, 0Z, are generally within 500 m of each other (Fig-
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Figure 3.12: Height (in metres) of the thermal tropopause on 1 January 2002, 0Z, cal-
culated from ERA-40 data (top) and ERA-Interim data (middle). The difference between
the two surfaces (in metres) is shown in the bottom panel.
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Figure 3.13: Height (in metres) of the thermal tropopause on 1 August 2002, 0Z, calcu-
lated from ERA-40 data (top) and ERA-Interim data (middle). The difference between
the two surfaces (in metres) is shown in the bottom panel.
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ure 3.13). However, the differences between the two surfaces are larger in the Southern

Hemisphere compared to the January example. This is to be expected as it is in the

Austral winter months that the thermal tropopause is particularly difficult to identify. It

can be seen from comparison of the ERA-40 and ERA-Interim tropopauses that the oc-

currence of an anomalously high thermal tropopause in the Southern Hemisphere high

latitudes is reduced in ERA-Interim.

The blended tropopause calculated from ERA-40 and ERA-Interim data, and the differ-

ence between the two surfaces, is shown in Figures 3.14 and 3.15 for 1 January 2002

and 1 August 2002 respectively. As expected, the differences between the ERA-40 and

ERA-Interim blended tropopauses are smaller than those for the thermal tropopause. It

can be seen in both Figure 3.14 and 3.15 that the large differences between the ERA-40

and ERA-Interim surfaces are more evenly distributed across the globe than in the ther-

mal tropopause cases. However, there is still a suggestion of larger differences in the

Southern Hemisphere high latitudes and sub-tropics compared to other regions.

The only clear pattern of differences between the blended tropopause surfaces calcu-

lated from ERA-40 and ERA-Interim data occurs on 1 January (Figure 3.14). Here, the

altitude of the tropopause in the polar regions is lower when ERA-40 is used.

Although differences can be seen between ERA-40 and ERA-Interim tropopauses using

case studies, the comparison of 6 hourly snapshots cannot necessarily provide a reliable

indication of the sensitivity of the tropopause to the data set used in its calculation. This

sensitivity is better examined using a comparison of tropopause climatologies, which

will reveal where there are consistent differences between the surfaces. The differences

between ERA-40 and ERA-Interim tropopause climatologies are discussed in Section

4.4.
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Figure 3.14: Height (in metres) of the blended tropopause on 1 January 2002, 0Z, cal-
culated from ERA-40 data (top) and ERA-Interim data (middle). The difference between
the two surfaces (in metres) is shown in the bottom panel.
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Figure 3.15: Height (in metres) of the blended tropopause on 1 August 2002, 0Z, calcu-
lated from ERA-40 data (top) and ERA-Interim data (middle). The difference between
the two surfaces (in metres) is shown in the bottom panel.
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3.6 Summary

There are several ways to define the tropopause, based on different atmospheric prop-

erties. Although some definitions are more commonly used than others, there is no

‘correct’ definition, as the choice is determined by the nature of an individual study.

The most commonly used definitions are the WMO (1957) thermal tropopause, which

is identified by changes in the temperature lapse rate, and a dynamic tropopause that is

placed at a critical value of PV, often 2 PVU.

Neither the thermal or dynamic tropopause definitions can reliably be used globally. The

thermal tropopause can be difficult to define in regions where there is little vertical mix-

ing. Surfaces of constant PV become almost vertical near the equator, so the dynamic

tropopause is capped using the 380 K surface. These issues make a dynamic tropopause

a more reliable choice in the extratropics, and the thermal tropopause a better choice in

the tropics. The two definitions are sometimes combined to give a blended tropopause

definition that avoids the issues associated with the individual definitions, and also takes

advantage of their strengths (e.g. improved resolution of dynamical features with strong

tropopause gradients in the extratropics using the dynamic tropopause compared to the

thermal).

Blended tropopauses are typically a latitude-dependent combination of the dynamic and

thermal tropopauses. This can obscure the dynamic situation, making such a defini-

tion inappropriate for this work. A new flow-dependent blended tropopause definition

has been introduced that uses isentropic surfaces to bound the region of interpolation

between the thermal and dynamic definitions. This avoids the introduction of any lat-

itude dependence, and uses the properties of local airmasses to determine when each

component definition should be used.

Changes in the forecasting systems, and model and gridded data resolution between

ERA-40 and ERA-Interim were found to have an impact on the tropopause surfaces, the

thermal tropopause in particular. This sensitivity to the data set used will be investigated

further using tropopause climatologies in the following Chapter.
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Tropopause climatologies

Global tropopause climatologies have been produced using ERA-40 and ERA-Interim

data and the tropopause definitions introduced in Chapter 3. Dynamic, thermal and

blended tropopause height, and potential temperature, pressure, specific humidity and

tropopause-level wind components at the blended tropopause were stored for 6 hourly,

monthly, seasonal and annual means, and monthly and seasonal climatologies were pro-

duced. 1

Previously, only Hoinka (1998, 1999) has presented a global tropopause climatology, in

which he uses a latitude-dependent tropopause definition. Generally tropopause clima-

tologies are produced for specific regions, often using radiosonde data (e.g. Highwood

and Hoskins, 1998).

In this Chapter key features in the ERA-Interim global climatologies will be discussed

(Section 4.1), alongside more detailed regional analysis (Section 4.2). Seasonal cycles

in tropopause variables are discussed in Section 4.3, and the difference between the

ERA-Interim and ERA-40 climatologies will be presented in Section 4.4.

1Analysis of specific humidity is not performed here.

71
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4.1 Global climatologies

Climatologies were produced using ERA-40 for the periods 1958-2001 (whole ERA-

40), 1979-2001 (satellite era ERA-40), and January 1989- August 2002 (reanalysis over-

lap period), and using ERA-Interim for the periods 1989-2007 (whole ERA-Interim) and

January 1989- August 2002. Although the period 1989-2002 is a short length of time

for a climatology, it provides a useful point of comparison between ERA-40 and ERA-

Interim. The ERA-Operational data set provides a continuation of ERA-40, but the lack

of a fixed forecasting system means that it is not suitable for use in a climatology, par-

ticularly when trends are to be calculated.

For each time period, monthly, seasonal, and annual climatologies have been produced.

An extended winter climatology, from December to March, was also calculated so that

all months with an active Northern Hemisphere vortex could be considered together. In

Chapter 3, the difference between ERA-Interim and ERA-40 blended tropopauses was

shown generally to be small, but with substantial differences in some regions, particu-

larly in the Southern Hemisphere high latitudes and the tropics. With this in mind, only

the climatologies based on the more recent ERA-Interim will be presented in detail.

The difference between ERA-40 and ERA-Interim for the overlap period is discussed in

Section 4.4.

The zonal-mean annual-mean climatologies of blended, dynamic and thermal tropopause

height are shown in Figure 4.1. The annual climatologies of the 350 and 370 K isen-

tropic surfaces are also shown. In the extratropics the dynamic tropopause is always

used in the blended definition, and is typically 500 to 1000 m lower than the thermal

tropopause. The difference between the blended and thermal tropopauses is largest near

the South Pole, where the anomalously high thermal tropopause that can occur in polar

night, where there is no real lapse rate transition, biases the annual climatology. Equa-

torward of 10◦ latitude the dynamic tropopause is ∼100 m higher than the thermal and

blended tropopauses. It can be seen in Figure 4.1 that the blended tropopause defini-

tion is a small but significant modification to the dynamic tropopause. The difference

between the dynamic and blended tropopause climatologies is not as large as the differ-
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Figure 4.1: Zonal-mean annual-mean tropopause height above mean sea level from the
ERA-Interim (1989-2007) climatology using the blended (solid line), thermal (dashed
line) and dynamic (dash-dotted line) tropopause definitions. The position of the zonal-
mean annual-mean 350 and 370 K potential temperature surfaces are indicated by the
dotted lines.

ence between the surfaces in the tropics for some six hour snapshots, but the difference

is consistent enough to have a clear impact on the climatology.

The average number of days per year in the climatology when the blended tropopause

is different to the dynamic tropopause is shown in Figure 4.2. It can be seen in Fig-

ure 4.2 that the blended tropopause definition is used to some degree equatorward of 45◦

latitude. However, even in a 19-year climatology, there is still a clear deviation from

a purely zonal structure in the sub-tropics (Figure 4.2), demonstrating the importance

of using a tropopause definition that does not have a prescribed latitude dependence.

The percentage of days when hmin is equal to the thermal tropopause in the blended

tropopause definition is indicated by the contours in Figure 4.2. The likelihood of hmin

being equal to the height of the thermal tropopause increases with proximity to the equa-

tor. This makes it unlikely that the thermal tropopause will be used for interpolation in

the sub-tropics where it can be discontinuous, and also that the dynamic tropopause will

be used in the region where it is capped at 380 K.
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Figure 4.2: The percentage of days in the ERA-Interim (1989-2007) climatology where
the blended tropopause definition is used, instead of the dynamic tropopause defini-
tion. Line contours show the percentage of days when hmin is the height of the thermal
tropopause. The contour interval is 10%.
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4.1.1 DJFM climatologies

In DJFM the Northern Hemisphere (NH) a polar tropopause height minimum extends

over Greenland, Canada and Siberia (Figure 4.3(a)). There are large gradients in height

in the sub-tropics, which are strongest in the winter hemisphere. The poleward shift of

the tropopause height contours over the North Atlantic and North Pacific follow the paths

of the jet streams, which are indicated by the maximum in zonal wind in Figure 4.3(d).

Both the sub-tropical and mid-latitude jets are well depicted on this blended tropopause

surface. In particular, the closed circuit around the Southern Hemisphere (SH), and

spiral in the NH are apparent. The strongest westerly winds, of up to 59 m s−1, are found

in the NH over Japan and over the western half of the North Pacific, with a secondary

maximum over the east coast of North America. There are easterlies over much of

the tropics, which have a maximum of 16 m s−1 over Indonesia. The winds over the

equatorial east Pacific are westerly in DJFM.

The minimum mean tropopause temperature of -86◦C occurs over Indonesia in DJFM

(Figure 4.3(b)), which corresponds to the position of the height maximum (16800 m).

In DJFM the tropopause in the SH is warmer than in the NH. The temperature maxima

in the extratropics correspond to the position of the poleward edge of the jet maxima

(Figure 4.3(d)). Outside the tropics there are secondary temperature minima over Siberia

and the eastern half of Antarctica.

Because of the 380 K cap on the dynamic tropopause, the blended tropopause potential

temperature cannot exceed 380 K. In fact, the potential temperature has a maximum

of just less than 380 K on the northern side of the Equator. It has a minimum 290 K

over the Northern Hemisphere high latitude (Figure 4.3(c)). Large gradients in potential

temperature are co-located with the large height and temperature gradients, and zonal

wind maximum, over Japan. Globally, contours of potential temperature closely follow

contours of height.

Zonal-mean sections from the ERA-Interim climatology are shown in Figure 4.4. In

DJFM zonal-mean tropopause height is∼8000 m at the poles (Figure 4.4(a)). In the NH,
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(a) (b)

(c) (d)

Figure 4.3: DJFM climatologies at the blended tropopause from ERA-Interim (1989-
2007) (a): Tropopause height (m) (b): Tropopause temperature (◦C) (c): Tropopause
potential temperature (K) (d): Tropopause level zonal wind (m s−1)
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tropopause height increases gradually with distance from the poles in the extratropics,

before increasing rapidly near 30◦ latitude (Figure 4.4(a)). In the SH there is a more

pronounced transition near 60◦ latitude, but beyond this the height gradient is more

uniform. The tropopause height has a zonal-mean of about 16500 m in the tropics,

with a maximum near the Equator. The maxima in the zonal-mean six-hourly standard

deviation of tropopause height (2000 m for the NH and 1750 m for the SH) are associated

with variability of the steep sub-tropical transition between the tropical and mid-latitude

tropopause heights (Figure 4.4(a)). There are also relatively large standard deviations

in tropopause height associated with the upper level jets at 50 - 60◦ latitude. Standard

deviation is larger in the SH extratropics, but it is smaller over the southern pole. The

standard deviation of tropopause height has a deep minimum in the equatorial region

(Figure 4.4(a)).

The DJFM zonal-mean tropopause temperature has a minimum of -82◦C in the region

of the high equatorial tropopause (Figure 4.4(c)), corresponding to the location of the

height maximum. Tropopause temperature increases rapidly away from the equator to

reach a maximum in the sub-tropics. In the NH this occurs at 30◦ latitude, which co-

incides with the maximum in zonal wind (Figure 4.4(c)). In the SH, the temperature is

generally warmer than that in the NH, and the temperature maximum occurs some 10◦

poleward of the wind maximum. The tropopause level zonal wind has a minimum of -3

m s−1 in the tropics on the summer side of the Equator (Figure 4.4(b)), and maxima of

35 m s−1 at 30◦N and 30 m s−1 at 45◦S.

4.1.2 JJA climatologies

In JJA the global tropopause is generally higher than in DJFM (compare Figures 4.5(a)

and 4.3(a)). The main tropical maximum is centred over the Indian Ocean and extends

to the west Pacific, and across Africa (see Figure 4.5(a)). There is a polewards extension

of the otherwise zonal structure over the Arabian peninsula, India and south-east Asia.

Like height, tropopause temperature is more zonally uniform in JJA compared to DJFM
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(a) (b)

(c) (d)

(e) (f)

Figure 4.4: Zonal-mean sections for the ERA-Interim (1989-2007) seasonal climatolo-
gies. Blended tropopause height (m) and zonal-mean seasonal-mean 6-hourly stan-
dard deviation of height (m) for DJFM (a) and JJA (b), tropopause temperature (◦C)
and zonal-mean tropopause level zonal wind (m s−1) for DJFM (c) and JJA (d), and
tropopause pressure (hPa) and potential temperature (K) for DJFM (e) and JJA (f).
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(a) (b)

(c) (d)

Figure 4.5: JJA climatologies at the blended tropopause from ERA-Interim (a):
Tropopause height (m) (b): Tropopause temperature (◦C) (c): Tropopause potential
temperature (K) (d): Tropopause level zonal wind (m s−1)
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(compare Figures 4.5(b) and 4.3(b)). The Arctic and extratropical tropopause in JJA is

warmer compared to the Antarctic tropopause in DJFM, and the Antarctic tropopause in

JJA is much colder than the DJFM Arctic tropopause. The tropical tropopause is warmer

in JJA compared to DJFM. The tropical temperature minimum extends around the globe

between ±15◦latitude, with the minimum extending over the Asian subcontinent, like

the height field. In the NH extratropics temperatures are still more zonally uniform

than in DJFM, but they are generally warmer in the eastern hemisphere. Temperature

maxima of up to -45◦C are found over the NH high latitudes, and over Asia at 40◦N. The

temperature maxima at 40◦N are located slightly to the west of maxima in zonal wind

(Figure 4.5(b)).

The potential temperature maximum lies over the Asian subcontinent in JJA, and is

associated with the Monsoon anticyclone. There is also a zonal band of high potential

temperature values in the tropics, situated mostly to the south of the Equator. Potential

temperature in the JJA SH high latitudes is comparable the that in the DJFM NH high

latitudes. Potential temperature is larger in the JJA NH high latitudes compared to the

DJFM SH high latitudes.

The NH jet is weaker in JJA than in DJFM, and more zonally symmetric (compare

Figures 4.5(d) and 4.3(d)). In JJA the SH jet is stronger, and less zonally symmetric

than in DJFM, with maximum zonal wind speeds in excess of 45 m s−1 over the South

Pacific. The SH jet is split near 75◦E. There are considerable differences in zonal wind in

the tropics between DJFM and JJA. In JJA there are strong easterlies associated with the

Asian monsoon over the northern Indian Ocean, and India, which are on the equatorward

side of the height maximum (Figure 4.5(d)). There are also easterly winds over the

eastern Pacific, in contrast to the westerlies found in DJFM. Zonal winds remain weak

in the high latitudes.

Zonal means of JJA variables are shown in panels b,d, and f of Figure 4.4. Tropopause

height is higher in the extratropics and high latitude in both hemispheres in JJA com-

pared to DJFM, as was seen when comparing Figures 4.5(a) and 4.3(a). Height gradients

in the SH in JJA are comparable to those in the NH in DJFM, while gradients in the NH
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in JJA are shallower than those in the SH in DJFM. Standard deviation of tropopause

height is a maximum in the SH near 30◦S in JJA, in the same location as the maximum

in zonal wind. The double peaked standard deviation seen in the SH in DJFM, associ-

ated with a split jet, is not present in JJA. In the NH, the maximum standard deviation is

shifted slightly poleward compared to DJFM, and is reduced in amplitude.

Zonal-mean zonal wind and temperature are shown in Figure 4.4(d). The zonal wind

maximum is located near 30◦S, and there is a greater difference between the SH and

NH maxima compared to DJFM. Zonal-mean tropical easterlies are weaker in DJFM

compared to JJA (a minimum of -3 m s−1 compared to -11 m s−1 ). Tropopause tem-

perature is warmer in JJA compared to DJFM, but the overall structure of zonal-mean

temperature mirrors that seen in DJFM.

Tropopause pressure mirrors tropopause height. Pressure is higher in the tropics in JJA

compared to DJFM. Tropopause pressure is comparable in the DJFM SH high latitudes

compared to the JJA NH high latitudes. However, in JJA NH the pressure steadily in-

creases with decreasing latitude, while in the DJFM SH it is roughly constant from 90

– 60◦S. The pressure near the South Pole in JJA is less than that near the North Pole in

DJFM, with steeper pressure gradients in the sub-tropics. In JJA the potential tempera-

ture maximum is on the south side of the Equator. Potential temperature is higher in the

JJA NH compared to the DJFM SH, while potential temperatures are comparable in the

JJA SH and the DJFM NH.

4.2 Regional analysis

A global analysis of the tropopause encompasses a large range of values, and features

determined by a range of mechanisms. Therefore, it is useful for discussion to divide the

globe into a number of regions. In this section the tropopause in the NH and SH high

latitude regions, and the tropics, will be considered separately.
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4.2.1 The Northern high latitudes

Monthly climatologies of the height and temperature of the ERA-Interim blended tropopause

poleward of 40◦N are shown in Figures 4.6 and 4.7 respectively. For most of the winter

there is a minimum in height over north-east Canada and north-west Greenland (Fig-

ure 4.6). In November, a cutoff region of low tropopause height develops over the

western North Pacific, which joins with the main region of low tropopause height from

January until March (Figure 4.6). In April the height minimum becomes centred over

the pole, and remains there until October (Figure 4.6). Tropopause height over the North

Pacific is generally lower than that over the North Atlantic in the winter months (Fig-

ure 4.6).

From December to March there is a temperature minimum over Asia, 30◦W of the height

minimum (Figure 4.7). Temperature is less zonally uniform compared to height, espe-

cially from October to April when the eastern hemisphere is relatively cold compared to

the western hemisphere (Figure 4.7). The storm track regions over the North Pacific and

North Atlantic are warm compared to their surroundings throughout the year, with the

temperature maxima located on the poleward side of the zonal wind maxima. There are

also relatively warm temperatures over the pole from May to September (Figure 4.7).

4.2.2 The Southern high latitudes

Monthly climatologies of the height and temperature of the ERA-Interim blended tropopause

poleward of 40◦S are shown in Figures 4.8 and 4.9 respectively. The minimum in

tropopause height is never centred over the pole, unlike the NH where the minimum

is only away from the pole from December to March. Height is generally lowest in

SH autumn (Figure 4.8), in contrast to the NH where the lowest tropopause heights oc-

cur in the winter (Figure 4.6). From June to November tropopause height is zonally

asymmetrical, with lower heights in the eastern hemisphere compared to the western

hemisphere (Figure 4.8). The region of low height forms a horseshoe shape off the coast

of Antarctica. From July to September the minimum is centred near 90◦E (Figure 4.8). It
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Figure 4.6: Monthly climatologies of tropopause height (m) from 40-90◦N from ERA-
Interim (1989-2007) for January to December.
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Figure 4.7: Monthly climatologies of tropopause temperature (◦C) 40-90◦N from ERA-
Interim (1989-2007) for January to December.
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moves over the Greenwich meridian in October to December, before fragmenting in Jan-

uary (Figure 4.8). The minimum then moves over the continent during the succeeding

months (Figure 4.8).

There is a minimum in tropopause temperature located over the pole, or just off the pole

at 90◦E, for the whole year (Figure 4.9). The minimum covers a large area from June to

October (Figure 4.9). During this time it remains quite circular, and centred on the pole,

in contrast to its more asymmetrical appearance in other months. The area covered by

the minimum expands in May and decays in November.

A region of high tropopause temperature develops in October, forming a horseshoe shape

around the continent, centred on 55◦S (Figure 4.9). This feature strengthens to a maxi-

mum in February, and weakens to disappear by June. There is no simple correspondence

between the temperature and height of the tropopause in this region. However, as in the

NH, there is a clear link between tropopause temperature and tropopause level zonal

wind (not shown). Throughout the year strong westerlies form a horseshoe shape, cen-

tred on the equatorward side of the temperature anomaly at 40-50◦S. The westerlies

reach their maximum magnitude and zonal extent in January. The winds over Antarctica

itself are weak throughout the year.

When considering the tropopause in the high Southern latitudes, it should be noted that

the tropopause is not always easy to define in this region in the winter months. It has been

shown in Chapter 3 of this thesis (e.g. Figures 3.4 and 3.5), and is generally accepted,

that the application of the thermal tropopause definition can be problematic. However,

it also appears that dynamic tropopause definition also needs to be used with care (see

Figure 4.10).

In the January profile shown in Figure 4.10, roughly constant values of PV can be seen

in the troposphere. The transition between tropospheric and stratospheric values of PV

occurs between 1 and 10 PVU, and a steady increase in PV with pressure identifies the

stratosphere. However, in the July profile (Figure 4.10) there is an constant increase

in PV from 1 PVU. There is no constant PV with decreasing pressure indicative of

the troposphere, and no clear transition region. It is as if there were no troposphere
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Figure 4.8: Monthly climatologies of tropopause height (m) form 40-90◦S from ERA-
Interim (1989-2007) for January to December.
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Figure 4.9: Monthly climatologies of tropopause temperature (◦C) 40-90◦S from ERA-
Interim (1989-2007) for January to December.
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Figure 4.10: PV profiles from 80◦S, 0◦W for 1 January 1989 and 1 July 1989.
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in July. Therefore, it is not necessarily appropriate to define a tropopause at all in the

Antarctic winter. However, a position where |PV|=2 PVU can always be identified in

these profiles, so the problems with spurious tropopause altitudes seen in the thermal

case are not an issue here.

4.2.3 The Tropics

The tropical tropopause is generally high and cold, with only small variations in height

and pressure. In the zonal mean, the tropical tropopause is ∼8 km higher than the extra-

tropical tropopause, and the two regions are separated by large height gradients in the

sub-tropics (Figure 4.1). Monthly climatologies of tropical tropopause temperature are

shown in Figure 4.11.

It can be seen in Figure 4.11 that the tropical tropopause is a fairly constant feature for

half of the year, from November to April (Figure 4.11). The temperature minimum is

located, along with the height maximum, over the west Pacific. There are secondary

temperature minima over the west coast of South America, and over equatorial Africa.

In May, the tropical tropopause warms. A region of low temperature extends northwards

over the Asian subcontinent from the west Pacific. By July the temperature minimum

lies over the Bay of Bengal. This is to the south-east of the height maximum, which is

located over northern India. The temperature minimum remains over the Bay of Bengal

until October, and returns to over the west Pacific in November. Tropical tropopause

temperature decreases during this time.

From November to April, tropopause height maxima and temperature minima are co-

located (height is not shown). However, when the region of high tropopause height

extends northwards in May, there is only a small northwards extension in the region of

cold tropopause temperatures. The tropical tropopause warms in summer, as the height

decreases, with a temperature minimum remaining over south-east Asia, to the south-

east of the height maximum.
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Figure 4.11: Monthly climatologies of tropical (±40◦ latitude) tropopause temperature
(◦C) from ERA-Interim (1989-2007) for January to December.
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Tropopause level zonal wind is fairly constant in the tropics from October to March

(not shown). The winds are easterly in most of the tropics, with a maximum over the

Maritime continent. There are westerlies over the Pacific. In April, the strength of the

easterlies decreases when the tropopause height is at its maximum. The strength of the

easterlies increases through May and June, before reaching a maximum in July. The

location of maximum wind speed moves north over the Indian Ocean in the summer,

along with the tropopause height maximum and temperature minimum.

During El Niño sea surface temperatures (SSTs) in the east Pacific Ocean increase, caus-

ing a increase in convection in the east and central Pacific, and a decrease in the west

Pacific. Increased convection causes a raised tropopause (decreased pressure), and con-

versely for reduced convection. This can clearly be seen in the regression of tropopause

pressure onto the Niño 3.4 index shown in Figure 4.12(a). This Niño 3.4 index is the

SST anomaly in the region bounded by 120◦W, 170◦W, 5◦S, and 5◦N (Trenberth, 1997).

The Pacific/North American pattern (PNA) is strongly influenced by ENSO. The positive

PNA tends to be related to El Niño. The positive phase of the PNA is associated with

increased tropopause height over Hawaii and the northern US and Canada, and decreased

tropopause height over the southern US. This can be seen in the regression of tropopause

temperature onto the Niño 3.4 index (Figure 4.12(b)). A Kelvin wave raised tropopause

signature in the western hemisphere, and Rossby wave depressed tropopause signature

in the eastern hemisphere are also apparent in this Figure.

4.3 Seasonal cycles

There are large annual cycles in all parameters at the tropopause in the high latitudes.

If the averages poleward of 65◦ latitude are considered, Arctic tropopause height has a

minimum of 7800 m in March, and a maximum of 9000 m in July. This differs slightly

from Highwood et al. (2000), who found a maximum in Arctic tropopause pressure

in April and a minimum in August. However, when the annual cycle of the thermal

tropopause, as used by Highwood et al., is considered, the results are in agreement:
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Figure 4.12: Regression of tropopause pressure (a) and temperature (b) onto the Niño
3.4 SST index. The location of the Niño 3.4 region is indicated by the black boxes.
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Arctic temperature has a minimum in January and maximum in July.

Antarctic tropopause height has a minimum of 7700 m in March, and a maximum in

September of 8600 m. Antarctic temperature and pressure both have a minimum in

August and a maximum in February. Although the amplitude and magnitude of the

annual cycle in tropopause height in the Arctic and Antarctic are similar, the Antarctic

tropopause is colder. Temperatures range from -66◦C and -51◦C, compared to -58◦C to

-46◦C in the Arctic. Such a difference in temperature is consistent with Hoinka (1999).

The Antarctic is the only region considered that does not have a height minimum in

winter. The thermal tropopause definition is known to be difficult to apply in winter

as the transition from a tropospheric lapse rate profile to a stratospheric profile is very

gradual. Although it is always possible to identify a position where PV=-2PVU, the

significance of the dynamic tropopause definition in Antarctic winter also has to be

questioned as the transition from tropospheric to stratospheric potential vorticity is also

gradual (Figure 4.10). As such, tropopause parameters in the Antarctic region in Austral

winter should be approached with a degree of caution.

Zängl and Hoinka (2001) investigated the seasonal cycles of tropopause parameters in

the polar regions. They characterised them into ‘single waves’ with one maximum, and

‘double waves’ with two distinct maxima. All the annual cycles identified here in the

ERA-40 and ERA-Interim climatologies have a ‘single wave’ pattern. All the cycles in

height have a maximum in NH summer, with the exception of those in the tropics.

Zängl and Hoinka (2001) identified a double wave pattern in the seasonal variation of

Arctic tropopause pressure, with pressure maxima in summer and winter for most of the

Arctic. There is some suggestion of this pattern in the Arctic cycles in the ERA-40 and

ERA-Interim climatologies, but it is very weak. The summer height maximum is larger

than the one found in winter, meaning that there is little to distinguish this pattern from

the other regional cycles. Here the Arctic has been taken as the region polewards at

65◦N. If a region is specified with a boundary at a higher latitude then the double wave

identified by Zängl and Hoinka (2001) becomes more apparent.
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The annual averages of tropopause parameters in the tropics all have clear annual cycles,

although the amplitude is small compared to the cycles in the high latitudes. Tropical

average (±20◦latitude) height has a minimum of 15900 m in July, and a maximum of

16400 m in April. Temperature and specific humidity both have a minimum in January

and a maximum in August. Tropical mean tropopause temperature ranges from -79.5◦C

to -75.5◦C.

Area averages for the ‘deep tropics’ were also considered. This has been defined as the

region equatorwards of 10◦ latitude, following Solomon et al. (2007). Deep tropical

height has a minimum of 16000 m in August, and a maximum of 16650 m in April.

Temperature has the same annual cycle in the deep tropics as in the tropics, but the

temperatures are colder, ranging from -81.5◦C to -76.0◦C.

4.4 Difference between ERA-40 and ERA-Interim cli-

matologies

The ERA-Interim and ERA-40 climatologies have been compared for the period January

1989- August 2002, where they overlap. The height differences (ERA-40 minus ERA-

Interim) in DFJM and JJA are shown in Figure 4.13.

Globally, there are only small differences between the height of the ERA-40 and ERA-

Interim tropopause heights. The two surfaces are generally within 500 m of each other,

which is less than the difference between the thermal and dynamic tropopauses (Fig-

ure 4.1), and most ERA pressure levels. The only difference of more than 500 m in

height between the two climatologies in DJFM is in the lee of the Himalayas. Here,

the ERA-40 tropopause is 2 km higher than the ERA-Interim tropopause. The ERA-40

tropopause level westerlies here are also weaker than those from ERA-Interim, and the

temperatures are cooler. The differences in this region are most pronounced in DJFM,

and appear to be associated with large vertical, and, to a lesser extent, horizontal oscilla-

tions in the ERA-40 potential vorticity, potential temperature and zonal wind fields. The
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(a)

(b)

Figure 4.13: Difference (ERA-40 - ERA-Interim) between the DJFM (a) and JJA (b)
seasonal climatologies of tropopause height calculated using the ERA-40 and ERA-
Interim data sets (1989-2002).
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origins of these oscillations are unknown. It is suspected that they may be the result of

an overparameterisation of gravity wave drag in ERA-40.

In addition to the very large differences in the lee of the Himalayas, there are smaller

differences between the tropopause heights from the two climatologies. The most no-

table of these are in the SH high latitudes. Here, the (DJFM) ERA-Interim tropopause

is over 250 m higher than the ERA-40 tropopause around the Antarctic coast, but lower

over the continent itself. This is probably the result of the change from 3-D to 4-D Var

between ERA-40 and ERA-Interim, which is known to have a large impact on the SH

(Andersson and Thépaut, 2008).

There are also differences in height of up to 100 m in the tropics. It is possible that this is

due to the improved treatment of humidity in ERA-Interim, and the subsequent impacts

on convection and latent heating. Differences between tropopause heights from the two

climatologies are smaller in the NH, where there is more observational coverage and the

data is less sensitive to changes in the forecasting system.

As in DJFM, tropopause heights from ERA-40 and ERA-Interim are always within 500

m of each other in JJA. Differences in height in the tropics are slightly larger in JJA

compared to DJFM, but the tropopause heights from the two climatologies are within

200 m of each other there. The largest differences in the tropics are over the South

Pacific and South Atlantic, where the ERA-Interim tropopause is higher, and over the

Indian Ocean and the West Pacific, where ERA-40 is higher.

There are large differences between the surfaces in the SH high latitudes, but with a dif-

ferent structure than found in DJFM. In JJA the ERA-40 tropopause is generally higher

(by up to 250 m) than the ERA-Interim tropopause over the whole region. However,

it should be noted that the tropopause is not necessarily well defined in the SH high

latitudes in JJA.

Tropopause temperature (not shown) is generally lower in the ERA-Interim climatology

compared to the ERA-40 climatology in the the tropics and Arctic in both seasons. The

ERA-40 tropopause is warmer by 1-2 K in the Arctic. In the tropics the difference can
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be as much as 6 K, with a maximum temperature difference over the central Pacific in

JJA. The temperature difference over the Antarctic can be as large as 5 K, and changes

sign throughout the year, having the opposite sign to the height difference.

Tropopause level zonal winds (not shown) are generally within 2 m s−1 in the two cli-

matologies. However, in JJA the westerly winds over the Indian ocean are up to 6 m s−1

weaker in ERA-40 compared to ERA-Interim. There are also large differences in the lee

of the Himalayas in DJFM, in the same location as the very large height differences.

4.5 Summary

A global tropopause climatology of tropopause height, pressure, temperature, poten-

tial temperature, and zonal-wind has been produced for 1989-2007 using ERA-Interim.

Key features in this climatology have been discussed for the high latitudes and tropics,

alongside seasonal cycles in tropopause variables.

In the NH tropopause height has a minimum over Canada and Greenland in the winter

months, which moves over the pole in summer. Temperature has a minimum in the

western hemisphere in winter, and maxima over the pole and near the position of the

jet streams in summer. In the SH there is a height minimum and temperature maximum

located on the Antarctic coast throughout the year. In Antarctic winter there is a strong

temperature minimum over the pole. The tropical tropopause is a fairly constant feature

throughout half of the year, with a temperature minimum over the Western Pacific. In the

summer months the temperature of the tropical tropopause increases, and its structure is

dominated by the Monsoon anticyclone. The regression of tropopause pressure onto the

Niño 3.4 index reveals that the tropical tropopause is also influenced by ENSO.

Comparison of ERA-40 and ERA-Interim climatologies for the overlap period between

the two reanalyses (1989-2002) has also been presented. It was found that the two

tropopauses are generally within 500 m of each other. The largest difference was in the

lee of the Himalayas in DJFM where the ERA-40 tropopause was 2 km higher than that
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from ERA-Interim. Generally there was more difference between the two tropopauses

in the SH as there are fewer observations and hence the analysis is more susceptible to

changes in the forecasting system. The ERA-40 tropical tropopause is warmer compared

to ERA-Interim, with differences of up to 6◦C over the central Pacific in JJA. Winds from

the two reanalyses are generally within 2 m s−1, but JJA westerlies over the Indian ocean

are up to 6 m s−1 stronger in ERA-40 compared to ERA-Interim.
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Tropopause trends

Increases in tropopause height (decreases in tropopause pressure) are associated with

a warming of the troposphere and a cooling of the stratosphere. There is a variety of

factors that can influence the tropopause by altering the temperature profiles of the tro-

posphere and stratosphere. These include increases in well-mixed greenhouse gases,

which results in a warming of the troposphere, cooling of the stratosphere, and a subse-

quent increase in tropopause height; explosive volcanic eruptions that warm the strato-

sphere, causing a decrease in tropopause height; and increases in sulphate aerosols that

cool the troposphere, again resulting in a decrease in tropopause height. Decreases

in stratospheric ozone cause both the stratosphere and the troposphere to cool, but the

stratospheric cooling has a dominant influence on the tropopause (Santer et al., 2004),

causing an overall increase in tropopause height. Increases in solar irradiance cause both

the troposphere and the stratosphere to warm. However, in this case it is the tropospheric

warming that has the dominant influence on the tropopause, and the overall effect is an

increase in tropopause height (Santer et al., 2003a).

The primary cause of observed increases in tropopause height is thought to be increases

in well-mixed greenhouse gases. Santer et al. (2004) found that stratospheric cooling

and tropospheric warming are robust signals of increasing atmospheric carbon dioxide,

and that the pattern of increases in tropopause height is consistent with model predictions

99



Chapter 5: Tropopause trends 100

of the response to increases in carbon dioxide alone. Santer et al. (2003a) found that

anthropogenic changes in ozone and well-mixed greenhouse gases accounted for 80%

of the increase in tropopause height between 1979 and 1999. Sausen and Santer (2003)

also found that the observed increases in global tropopause height cannot be explained

by natural variability. It has been suggested that changes at the tropopause provide a

sensitive indicator of climate change (e.g. Randel et al., 2000, Santer et al., 2003, 2004),

as time-series of global-mean tropopause height contain much less natural variability

than those of tropospheric or surface temperature. Sausen and Santer (2003) suggested

that changes in tropopause height could be detected approximately 20 years in advance

of changes in surface temperature.

Time series of global-mean annual-mean tropopause height calculated from ERA-40 and

ERA-Interim are shown in Figure 5.1. It can be seen in Figure 5.1 that the global-mean

annual-mean tropopause is higher in ERA-Interim compared to ERA-40, which is con-

sistent with the differences between the seasonal climatologies shown in Figure 4.13.

Although there is a difference in tropopause height between the two climatologies, there

is a clear increasing trend in both time series. Where the two time series overlap,

the rate of increase is slightly smaller in the ERA-Interim climatology. Global-mean

annual-mean tropopause height calculated from ERA-Operational data is also shown

in Figure 5.1 from 2002. It is very likely that the apparently large increasing trend in

ERA-Operational tropopause height in the period 2002-2007 is due to changes in the

forecasting system, and not to real changes in the tropopause.

Santer et al. (2003, 2004) identified volcanic signals in reanalysis data, and Seidel and

Randel (2006) found significant changes following volcanic eruptions using radiosonde

data. There are indications of decreases in tropopause height in ERA-40 following the

Agung (1963) and El Chichón (1982) eruptions (Figure 5.1). However, they do not

exceed the natural variability. Clear decreases in tropopause height can be seen follow-

ing the Pinatubo (1991) eruption, in both ERA-40 and ERA-Interim, that appear to be

outside the typical range of natural variability.
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Figure 5.1: Global-mean annual-mean tropopause height (m) from ERA-40 (black),
ERA-Interim (blue), and ERA-Operational (dotted).

5.1 Trends in ERA tropopause characteristics

Tropopause height, pressure, temperature and tropopause-level zonal wind have been

calculated locally at the highest analysis resolution (Chapter 4). Trends in all variables,

for all regional scales, were assumed to be linear, and were calculated using the least

squares method. A 1-tailed t-test was used to identify when trends were significantly

more positive or negative than zero. Trends were calculated at each grid-point and for

area-mean tropopause variables, which were weighted according to the cosine of latitude

where appropriate.

Positive trends in annual-mean global-mean tropopause height have been identified pre-

viously in several reanalysis and observational data sets (e.g. Santer et al. (2004); Seidel

and Randel (2006)). Positive trends in global tropopause height can also be identified in

both the ERA-Interim and ERA-40 time-series (see Tables 5.1 and 5.2).
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ERA-Interim (1989-2007) Annual MAM JJA SON DJF
Blended height 47.11** 49.02** 47.68** 37.14** 42.69*
Dynamic height 43.50** 47.12** 46.08** 32.74** 38.26*
Thermal height 46.08** 39.92* 49.74** 39.81** 41.57*

Blended pressure -0.97** 1.10** -1.06** -0.78** -0.74*
Thermal pressure -0.61* -0.44 -0.92 -0.60* -0.27

Blended temperature -0.18* -0.17* -0.15* -0.12* -0.24*

Table 5.1: Trends in global-mean tropopause variables from ERA-Interim (1989-2007).
Height trends are in m decade−1, pressure trends are in hPa decade−1, and tempera-
ture trends are in K decade−1. Trends significantly different from 0 at the 1% level are
indicated by **. Significance at the 5% level is indicated by *.

ERA-40 (1979-2001) Annual JJA DJF
Blended height 39.29** 39.16** 45.29*
Thermal height 103.90** 85.20** 132.63**

Blended pressure -0.80* -0.69 -0.83*
Thermal pressure -2.61** -2.01** 3.13**

ERA-40 (1958-2001)
Blended height 39.42** 48.11** 30.32**
Thermal height 56.49** 26.96** 83.75**

Blended pressure -0.87** -1.37** -0.33*
ERA-40 (1989-2001)

Blended height 72.43* 32.24 91.23*
Thermal height 167.86** 136.56** 175.38*

Blended pressure -1.02 -0.65 -1.80
Thermal pressure -3.78** -2.96** -3.74*

ERA-Interim (1989-2001)
Blended height 44.43 39.65 42.92
Thermal height 84.75* 71.59* 69.29

Blended pressure -0.97 -0.74 -0.93
Thermal pressure -1.90* -1.46* -1.19

Table 5.2: Trends in global-mean tropopause variables from ERA-40. Height trends
are in m decade−1, pressure trends are in hPa decade−1. Trends significantly different
from 0 at the 1% level are indicated by **. Significance at the 5% level is indicated
by *. ERA-Interim values for the overlap period (January 1989- August 2002) are also
shown.
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5.1.1 Trends in the global-mean tropopause

Trends in global tropopause pressure previously identified in reanalyses range from +0.1

hPa decade−1 (1979-1993) (Hoinka, 1999) to -2.66 hPa decade−1 (1979-2001) (Santer

et al., 2004), although most are in the range -1 to -2 hPa decade−1 (see Table 5.3 for a

full summary). Seidel and Randel (2006) identified a global trend of -1.7 hPa decade−1

(1980-2004) using radiosonde data. They also used the same data to calculate trends

for different time periods (see Table 5.3), which clearly demonstrated the sensitivity of

calculated trends to the end points of the time series. There is a difference of more than

a factor of two between their largest and smallest trend. This spread of results should

be considered when trends are being compared. All of the trends shown in Table 5.3

are for a thermal tropopause, with the exception of those from Hoinka (1998, 1999).

Hoinka used a latitude-dependent tropopause definition, based on that from Hoerling

(1991), with a thermal tropopause in the tropics and 3.5 PVU in the extratropics, with

interpolation between 19◦ and 36◦ latitude.

The trends in global-mean blended tropopause height identified here in both ERA data

sets (Tables 5.1 and 5.2) are smaller than most of those given in previous work (Ta-

ble 5.3), with the exception of those calculated by Hoinka (1998, 1999) who used a

unique method to find the position of the thermal tropopause (Santer et al., 2003). They

compare well with the Parallel Climate Model (PCM) results of Santer et al. (2003a),

but are approximately half the magnitude of their trends calculated from the National

Centres for Environmental Prediction (NCEP) reanalysis. Our ERA trends also lie at the

low end of the range of values calculated by Seidel and Randel (2006) using radiosonde

data for different time periods, and are comparable to the NCEP (1979-1993) trends

from Santer et al. (2003). However, the trends found here are small compared to those

calculated by Santer et al. (2004) using ERA-40. They calculated trends of -2.36 hPa

decade−1 from data with 60 vertical levels, and -2.66 hPa decade−1 from data with 23

vertical levels for 1979-2001, two to three times larger than the values found here.

The comparatively small trends found here in ERA-40 are primarily the result of the

tropopause definition used. The thermal tropopause height trend is +104 m decade−1
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Study Data Period Global trend
Hoinka (1998) ERA-15 1979-1993 -0.1 hPa decade−1

Hoinka (1999) ERA-15 1979-1993 +0.1 hPa decade−1

Sausen and Santer (2003) NCEP/NCAR 1979-1997 -1.82 hPa decade−1

GSOP 1979-1997 -1.47 hPa decade−1

Santer et al. (2003) NCEP/NCAR 1979-2000 -2.16 hPa decade−1

ECMWF 1979-2000 -1.13 hPa decade−1

NCEP 1979-1993 -1.05 hPa decade−1

Santer et al. (2003a) PCM 1979-1999 -0.95 hPa decade−1

NCEP 1979-1999 +95m decade−1

Santer at al. (2004) ERA-40 (60 lev) 1979-2001 -2.36±0.47 hPa decade−1

ERA-40 (23 lev) 1979-2001 -2.66±0.48 hPa decade−1

NCEP 1979-2001 -1.79 hPa decade−1

PCM 1979-2001 -1.13 hPa decade−1

Seidel and Randel (2006) Radiosonde 1980-2004 +64±21m decade−1

1980-2004 -1.7±0.6 hPa decade−1

1980-2004 -0.41±0.09K decade−1

1980-1993 -0.77±1.42 hPa decade−1

1980-1997 -1.60±1.00 hPa decade−1

1980-2000 -1.89±0.81 hPa decade−1

1980-2001 -1.83±0.75 hPa decade−1

Son et al. (2009) CCM 1979-1999 -1.53±0.42 hPa decade−1

NCEP/NCAR 1979-1999 -1.67 hPa decade−1

ERA-40 1979-1999 -2.2 hPa decade−1

AR4 1979-1999 -1.03±0.50 hPa decade−1

Table 5.3: Trends in global-mean tropopause height from previous studies. All studies
use a thermal tropopause definition, with the exception of Hoinka (1998,1999) who uses
a latitude-dependent blended tropopause based on the thermal tropopause and the 3.5
PVU surface. All acronyms are expanded in the list of acronyms at the end of this thesis.
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(-2.61 hPa decade−1) in ERA-40 (1979-2001), much larger than that for the blended

tropopause (40 m decade−1, -0.80 hPa decade−1). The thermal tropopause pressure trend

is in excellent agreement with the ERA-40 trends found by Santer et al. (2004) using the

same 23 level gridded data (-2.66 hPa decade−1). The thermal tropopause trend is also

comparable to the ERA-40 (1979-1999) trend from Son et al. (2009), although there is

some difference due to the different periods considered. Using the thermal tropopause

trends, rather than the blended tropopause trends, for comparison with previous studies

actually places our trends at the upper end of the range of previous estimates (Table 5.3).

The difference between blended and thermal tropopause trends in ERA-Interim is smaller

than in ERA-40 (see Table 5.1), which is to be expected as the thermal tropopause defini-

tion is less prone to spurious height anomalies in ERA-Interim. As the results of Seidel

and Randel (2006) also demonstrate, the magnitude of the trends are also sensitive to the

end points of the period for which they are calculated (see Tables 5.2 and 5.3).

Trends have also been calculated for January 1989 to August 2002 using ERA-40 and

ERA-Interim (Table 5.2). Although this is a short time period for the calculation of

trends, it allows a direct comparison between ERA-40 and ERA-Interim. There is rea-

sonable agreement between the height trends for JJA, but ERA-40 height trends for DJF

are more than double those from ERA-Interim. In all cases, the thermal tropopause

trends from ERA-40 are much larger than those from ERA-Interim: more than double

in the annual and DJF mean, and double in JJA. The ERA-Interim result is likely to be

more reliable as the increased resolution resulted in an improved representation of the

thermal tropopause.

5.1.2 Trends in the zonal-mean tropopause

Considering the zonal-mean annual-mean trends, it can be seen in Figure 5.2(a) that the

positive trend in tropopause height outside the tropics and high latitude regions is a 25 to

100 m decade−1 increase (corresponding to a 1 to 3 hPa decade−1 decrease in pressure).

The zonal-mean annual-mean trends in the tropics are not significantly different from 0
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at the 5% level. The largest positive height trends are found in the sub-tropics. These

trends will be discussed in more detail in Section 5.3. In high Arctic latitudes there

is a poor correspondence between the height and pressure trends. This deviation from

hydrostatic balance, discussed later in this section, appears to be the result of the zonal

and temporal averaging. Area weighting means that this only has a small influence on

trends in regional average tropopause heights.

Zonal-mean annual-mean trends in tropopause height and temperature are shown in Fig-

ure 5.2(b). Temperature trends mirror the height trends, with negative trends in the

subtropics, and positive trends at high latitudes. Trends in all of these regions are sig-

nificantly different from 0 at the 5% level. There is also a smaller negative temperature

trend in the tropics, associated with the small positive trend in height. Outside the po-

lar regions, where there are large positive temperature trends of up to 1 K decade−1,

temperature trends are of the order of -0.4 K decade−1. The ERA-Interim trend in the

annual-mean globally-averaged tropopause temperature is -0.18 K decade−1.

Trends in zonal-mean zonal wind are shown in Figure 5.2(c), alongside a climatology

for reference. There are positive trends in zonal-mean zonal wind near 35◦N (0.5 m

s−1decade−1) and 45◦S (0.8 m s−1decade−1). The maxima in these trends coincide with

the latitudes of the climatological maximum zonal wind speed, which suggests an in-

crease in the strength of the jets with time, as found by Lorenz and DeWeaver (2007).

There are also positive trends of 1 m s−1decade−1 and 0.5 m s−1decade−1 at the Equator

and 80◦S respectively, which are significant at the 5% level. There are negative trends of

-0.6 m s−1decade−1 and -1.0 m s−1decade−1 at ±15◦latitude, on the equatorial side of

the negative trends in tropopause temperature. The location of these negative trends in

zonal wind suggests a broadening and weakening of the tropical easterlies, which will

be discussed in Section 5.3. Additionally, there are negative trends of as much as -0.7 m

s−1decade−1 in the NH high latitudes, poleward of 50◦N, that are significant at the 5%

level.

Zonal-mean seasonal-mean trends for DJF and JJA are shown in Figure 5.3. The overall

pattern of the zonal-mean trends in DJF and JJA are similar, but there is more zonal struc-
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(a)

(b)

(c)

Figure 5.2: (a) Annual-mean zonal-mean blended tropopause height and pressure trends
(m decade−1 and hPa decade−1) from ERA-Interim (1989-2007). (b) Tropopause height
and temperature trends (m decade−1 and K decade−1). (c) Tropopause level zonal-mean
zonal wind climatology and trends (m s−1 and m s−1 decade−1). Crosses indicate where
trends are significant at or above the 5% level.
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ture in DJF. In DJF there are maximum positive trends in tropopause height of near 30◦N

and 25◦S (+150 m decade−1), and secondary peaks at 60◦N, 45◦S (∼75 m decade−1),

and the Equator (+60 m decade−1). The zonal-mean trends close to these latitudes are

significant at or above the 5% level. There are also large negative height trends in the

polar regions, particularly in the SH where the trends are statistically significant at the

5% level in both seasons. As in Figure 5.2, there is some discrepancy between the height

and pressure trends in the NH high latitudes.

In JJA there are local peaks in the tropopause height trends at 80◦N, 45◦N, 25◦S, and

50◦S (+70, 100, 125, and 75 m decade−1). The maximum zonal-mean trends have a

smaller magnitude, but the trends are significant at or above the 5% level for more lati-

tudes either side of these maxima compared to DJF. There is also a significant negative

trend in the SH high latitudes, as in DJF. Comparison of Figures 5.2 and 5.3 shows that

the annual-mean zonal-mean trends resemble the JJA trends more strongly than those

for DJF, reflecting the similarity between the trends in JJA and the equinoctial seasons.

The apparent discrepancy between height and pressure trends in the NH high latitudes

has been investigated, and appears to be the result of the temporal and spatial averaging

used to calculate the zonal-mean tropopause. It is expected that tropopause height (z)

and pressure (p) should scale according to the equation of hydrostatic balance:

∆p

∆z
= −ρg (5.1.1)

where ρ is density and g is the acceleration due to gravity.

Tropopause pressure was calculated at each latitude and longitude from the hydro-

static balance equation (phydro), using actual tropopause height and air density at the

tropopause, and compared to actual tropopause pressure for intervals of 6 hours, 1 day,

1 month, and 3 months. Tropopause pressure was also calculated from Equation 5.1.1 for

these periods using the average density for the period (pavrho). It is the average density

that is effectively used when comparing the zonal-mean seasonal trends in tropopause

height and pressure.
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(a)

(b)

Figure 5.3: Seasonal-mean zonal-mean blended tropopause height and pressure trends
(m decade−1 and hPa decade−1) from ERA-Interim (1989-2007). (a) December to
February mean. (b) June to August mean. Crosses indicate where trends are signifi-
cant at or above the 5% level.
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Discrepancies between actual pressure and pavrho were largest in regions with large

tropopause variability, and the NH high latitudes in particular. However, it should be

noted that this is only an important factor to consider when looking at trends in the

zonal-mean tropopause. The cosine latitude weighting applied in the calculation of

global-mean trends means that NH high-latitude trends only make a small contribution

to global mean trends, so there is generally good correspondence between height and

pressure trends.

5.1.3 Geographical structure of trends

Grid-point trends for the two seasons reveal the spatial structure of the trends in further

detail (see Figure 5.4). The dominant feature in Figure 5.4 is the positive height trends

in the subtropics in both DJF and JJA, along with positive trends in the tropics in DJF.

These features will be discussed further in Section 5.3. In addition to the subtropical

trends, there are tripole structures in height over the North Pacific and North Atlantic in

DJF (Figure 5.4(a)). Over the North Pacific an increase in height of ∼300 m decade−1

in the region near 35◦N is flanked by decreases in height of ∼-300 m decade−1 to the

south, and ∼-200 m decade−1. Over the North Atlantic there is a decrease in height of

∼-200 m decade−1 in the mid-latitudes flanked by increases of over 500 m decade−1 in

the north, and up to 300 m decade−1 to the south. This is suggestive of a relationship

with the negative North Atlantic Oscillation (NAO) pattern. The NAO index1 decreases

over the period of the climatology, and the difference between the tropopause pressures

in the north and south of the region correlates well with the NAO index, with r2=0.6.

The correlations between tropopause height over the North Pacific with the West Pacific

Pattern and the North Pacific Index are weaker.

It can also be seen in Figure 5.4(a) that there are significant positive height trends across

most of the tropical region in DJF, with the exception of negative height trends over the

central Pacific. These trends have a similar structure to the La Niña anticyclones, which

1The NAO index is the difference between normalised sea level pressure in the Azores and Iceland. A
time series is available at www.cgd.ucar.edu/cas/jhurrel/indices.html
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(a)

(b)

Figure 5.4: Trends in blended tropopause height DJF (panel a) and JJA (panel b) for
ERA-Interim (1989-2007). Solid contours show positive trends, the zero line is dashed,
and negative contours are dotted. The contour interval is 100 m decade−1 for height
trends. Shading highlights where the trends are significant at or above the 5% confidence
interval.
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is a reflection of the large number of La Niña years in the climatology. It can be seen in

Figure 5.3 that the zonal-mean height trends in the tropics in DJF are ∼50 m decade−1.

However, it can be seen in Figure 5.4(a) that isolated trends can be more than double

this value in the eastern hemisphere.

Height trends in JJA (Figure 5.4(b)) are generally smaller than those in DJF, but there

are still several regions where the trends are significant. There are increases in height

of more than 300 m decade−1 in the SH subtropics and extratropics, as in DJF, although

the trends are weaker over the South Pacific. The negative trends over the Antarctic con-

tinent are also ∼100 m decade−1 weaker compared to those in DJF, but still significant

at the 5% level. There is a tripole structure in the trends over the North Atlantic. It

is shifted polewards and eastwards compared to the DJF pattern, and the positive trend

over Greenland is smaller in magnitude: only ∼200 m decade−1. Over North America

an increase in height of up to ∼300 m decade−1 in the region 40◦N to 50◦N is seen.

Trends in tropopause-level zonal wind (not shown) have a similar spatial pattern to the

tropopause height trends, particularly in the NH, although they are shifted polewards

compared to the height trends.

5.2 Antarctic trends

The Antarctic is the only substantial region with statistically significant negative height

trends. These trends are present in all seasons, and they do not extend far beyond the

Antarctic coastline, if at all. It can be seen in Figure 5.4 that the trends are slightly larger

in DJF compared to JJA, with local maxima in excess of 300 m decade−1 compared to

200 m decade−1. This is also true for the regional average trends for 75◦S-90◦S from

ERA-Interim, which are shown in Table 5.4.

Trends from ERA-40 for different periods, and ERA-Interim for the overlap period, are

also shown in Table 5.4. ERA-40 is known to be unreliable in the Antarctic (Bromwich

and Fogt, 2004), so the ERA-40 trends in Table 5.4 should be treated with a degree of
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ERA-Interim (1989-2007) Annual JJA SON DJF
Blended height -88.90** -82.82** -84.48** -147.12**

Blended pressure 5.04** 4.77* 4.93* 7.54*
ERA-40 (1958-2001) Annual JJA DJF

Blended height 132.28** 129.68** 53.03*
Blended pressure -4.95** -4.72** -1.61

ERA-40 (1979-2001)
Blended height 196.97** 167.09** 134.82

Blended pressure -7.70** -5.40* -6.22
ERA-40 (1989-2001)

Blended height -258.23 -233.86 -88.59
Blended pressure 12.86 10.54 4.40

ERA-Interim (1989-2001)
Blended height -131.39* -101.82 -141.25

Blended pressure 6.74* 5.58 4.65

Table 5.4: Trends in 75-90◦S mean blended tropopause height and pressure from ERA-
Interim 1989-2007, and ERA-40 for 1958-2001, 1979-2001, and 1989-2001. ERA-
Interim trends are shown for 1989-2001 for comparison. Height trends are in m
decade−1, pressure trends are in hPa decade−1. Trends significantly different from 0
at the 1% level are indicated by **. Significance at the 5% level is indicated by *.

caution. There is also some question about the validity of defining a tropopause at all in

the Antarctic winter (Section 4.2.2). However, there is a clear difference in the sign of

the annual and solsticial seasonal trends for 1958-2001 and 1979-2001, and 1989-2001.

It is possible that the negative tropopause height trends for periods beginning after 1989

may be the result of ozone recovery. Ozone depletion causes the height of the tropopause

to increase, and vice versa (Santer et al., 2004). Although ozone recovery did not begin

until 2000, tropospheric halogen loading peaked in 1993 (Eyring et al., 2010). Hence,

it is possible that trends for 1989-2007 are reflecting a period of small changes in lower

stratospheric ozone, followed by a period of ozone recovery, which will result in negative

trends in tropopause height. Negative trends in the decades immediately following 2000

can be seen in some model simulations in Gettelman et al. (2010) for 60-90◦S and in the

1990s to ∼2010 in some model simulations in Son et al. (2009) for 45-90◦S.

Time series of annual-mean Antarctic tropopause height from ERA-40 and ERA-Interim

are shown in Figure 5.5, which clearly reflect the area mean trends given in Table 5.4.
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Figure 5.5: 60-90◦S-mean annual-mean tropopause height (m) from ERA-40 (black),
ERA-Interim (blue dashed), and ERA-Operational (dotted).

An increasing trend in tropopause height can be seen in ERA-40 from the late 1970s to

1990, followed by a general decrease in height. This decrease in height is mirrored by

ERA-Interim. There is a suggestion of a return to positive or near zero trends towards the

end of ERA-Interim. The time series in Antarctic tropopause height correspond to the

trends in ozone shown by Gettelman et al. (2010). It is also very clear from Figure 5.5

that the choice of end points is critical to the value of the trend.

The leading mode of variability in geopotential height and zonal wind in the SH is the

SH Annular Mode (SAM), which is defined as the difference of zonal-mean sea-level

pressure between 40◦S and 65◦S. A significant increase in the SAM has been observed

since 1958 (Marshall, 2003) (pressures over Antarctica becoming lower relative to pres-

sure in the mid-latitudes). This increase in the SAM is linked to a strengthening of the

circumpolar vortex, and intensification of the westerlies around Antarctica. Such an in-

tensification of the westerlies can be seen in Figure 5.2. The positive tropopause height

trends seen in the earlier ERA-40 trends (Table 5.4) are also consistent with a positive
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trend in the SAM.

Antarctic trends have been found to be particularly sensitive to the tropopause definition

used. This sensitivity can be seen in Table 5.5 where thermal and blended tropopause

trends are compared for the Antarctic region (75-90◦S). Thermal and blended tropopause

trends are generally very different. Very often they have the opposite sign, and differ by

orders of magnitude. In addition to the fact that trends are being compared for very

different surfaces, part of the sensitivity to tropopause definition is due to the low reli-

ability of the thermal tropopause definition in Antarctic winter. Often, it is not possible

to identify the required lapse rate condition at typical tropopause levels, resulting the

allocation of the tropopause to anomalously high altitudes (Section 3.3). These anoma-

lies are then included in trend calculations where they can have a substantial impact.

There is also some question about the validity of the dynamic tropopause definition in

Antarctic winter, raising questions about whether a tropopause should be defined at all

(see Section 4.2.2). However, it is always possible to identify the |PV|=2 PVU surface,

so there is no problem with spurious extreme values when the blended definition is used.

The influence of thermal tropopause anomalies on calculated Antarctic trends was tested

by neglecting any grid points where the tropopause altitude was above a threshold level.

As the anomalies are not always apparent in seasonal mean data, six-hourly tropopause

surfaces were used. Trends were calculated for the annual mean, JJA, and DJF. In order

to set the threshold at the lowest possible altitude, different thresholds were used in each

case: 12.7 km for annual means, 12.5 km for JJA, and 11 km for DJF. The results of

this analysis are shown in Table 5.5. Trends calculated using all Antarctic grid points

are shown in the columns ‘All’. When anomalous thermal tropopause altitudes were

identified, affected grid points were removed from the both the thermal and blended

tropopause calculations. The results from these calculations are shown in the columns

‘Capped’.

It can be seen in Table 5.5 that blended tropopause trends are insensitive to the removal

of grid points with anomalous thermal tropopause heights from the trend calculations.

However, the impact on the thermal tropopause trends is large, with some values chang-
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Annual JJA DJF
ERA-Int. (1989-2007) All Capped All Capped All Capped

Blended height -88.84** -88.72** -82.82* -82.67* -147.13** -148.89**
Blended pressure 5.04** 5.04** 4.77 * 4.77* 7.54* 7.61**
Thermal height -9.14 -27.46 259.93 76.26 -116.13 -118.16

Thermal pressure 1.51 1.69 -6.58* -2.57 5.27* 5.33
ERA-40 (1979-2002) All Capped All Capped All Capped

Blended height 196.62** 196.30** 141.33 140.38 134.56* 134.43*
Blended pressure -7.69** -7.68** -4.38 -4.35 -6.28* -6.28*
Thermal height 252.94 329.35 -84.54 172.37 428.05 427.77

Thermal pressure -9.55** -11.24** 1.05 -4.66 -18.24** -18.23**
ERA-Int. (1989-2002) All Capped All Capped All Capped

Blended height -71.35 -71.33 -101.82 -102.03 -141.26 -143.23
Blended pressure 3.09 3.08 5.58 5.59 4.65 4.72
Thermal height 174.19 87.75 260.02 49.40 -1.92 -6.20

Thermal pressure -6.47 -4.52 -6.60 -1.87 -2.53 -2.40
ERA-40 (1989-2002) All Capped All Capped All Capped

Blended height -164.90 -165.02 -233.84 -235.89 -88.61 -88.73
Blended pressure 8.29 8.29 10.54 10.60 4.40 4.41
Thermal height 381.76 423.60 -220.51 42.26 448.73 448.26

Thermal pressure -13.38* -14.28* 5.73 -0.45 -18.52 -18.51

Table 5.5: Trends in 75-90◦S mean blended and thermal tropopause height and pressure
from ERA-Interim 1989-2007 and 1989-2002 and ERA-40 for 1979-2001 and 1989-
2002. Height trends are in m decade−1, pressure trends are in hPa decade−1. Trends
significantly different from 0 at the 1% level are indicated by **. Significance at the 5%
level is indicated by *. ‘Capped’ values are the result of trend calculations where grid
points with a tropopause height in excess of the threshold value were neglected.
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ing by orders of magnitude, or even changing sign. There is generally better agreement

between trends in the thermal and blended tropopause when grid points with an anoma-

lous thermal tropopause are neglected, but in some cases it is considerably worse.

Comparison of the ERA-Interim and ERA-40 trends for 1989-2002 shown in Table 5.5

also highlight the sensitivity of Antarctic trends to the data set used. ERA-40 is known

to be less reliable than ERA-Interim in the Antarctic (Bromwich and Fogt, 2004), and

this is reflected in the large differences in the calculated trends, even for the blended

tropopause. The number of anomalous thermal tropopause grid points is reduced in

ERA-Interim compared to ERA-40. However, this has no clear affect on the agreement

between the thermal tropopause trends with and without anomalous points included.

The lack of consistency between thermal tropopause trends calculated with and without

anomalous points, particularly in JJA, suggests that thermal tropopause trends are unre-

liable in the Antarctic. However, although Antarctic trends are large they only make a

small contribution to global trends. Global thermal tropopause trends are insensitive to

the removal of anomalous Antarctic points.

5.3 Tropical broadening

One of the most prominent features in Figures 5.2 and 5.4 is the large positive trends

in the sub-tropics. Tropopause height gradients are large here, and the large height

trends are indicative of a latitudinal expansion of the region of high tropopause height

characteristic of the tropics. This ‘tropical broadening’ has been identified in a number

of previous studies (e.g. Seidel and Randel, 2007, Lu et al., 2007). The widening trend

is systematic (Hu and Fu, 2007), with only small seasonal variation (Fu et al., 2006).

Previous studies (summarised in Table 5.6) suggest that the Hadley cell has widened

by 2-5◦ since 1979 (Johanson and Fu, 2009). However, the mechanisms behind the

expansion are poorly understood, and the observed rate of expansion exceeds model

projections (Seidel et al., 2008).
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There is no consensus as to the primary cause(s) of tropical broadening, although several

possible mechanisms have been suggested. Seidel and Randel (2007) suggested that the

broadening is the result of anomalously low tropical lower stratospheric temperatures,

and anomalously high tropical tropopause temperatures. Johanson and Fu (2009) sug-

gest that these changes may have acted together to increase the phase speed of baroclinic

eddies, widening the Hadley cell. Lu et al. (2007) found that increases in subtropical

static stability forced the baroclinic instability zone poleward, along with the outer edge

of the Hadley cell. They found that changes in stability alone accounted for 60% of the

variance in the spread of broadening estimates in the IPCC Fourth Assessment Report

(AR4) models. Additionally, they found that it could account for the consensus estimate

of the total expansion. It has also been suggested that increases in sea surface temper-

ature (Johanson and Fu, 2009, Seidel et al., 2008) and changes in ENSO (Seidel et al.,

2008) may contribute to the broadening. However, Hu and Fu (2007) found that there

was no correlation between ENSO and tropical broadening.

As the edge of the Hadley cell moves polewards, so too does the downwelling region

associated with it. This results in a migration of the arid regions. It has been suggested

in some studies (e.g. Chen et al., 2002, Wielicki et al., 2002) that in addition to widen-

ing, the Hadley cell is also strengthening, which will result in enhanced precipitation in

existing moist regions, and less precipitation in current arid regions. However, it should

be noted that Trenberth et al. (2002) raise concerns that the trends observed by Chen

et al. (2002) and Wielicki et al (2002) were actually due to offsets and discontinuities

in their satellite data. Although intensification has also been identified in model studies

(e.g. Quan et al., 2004), Mitas and Clement (2005) have also expressed concern about

the reliability of suggestions of Hadley cell strengthening, as the signal is not consistent

across all the ‘commonly used’ data sets (NCEP-NCAR, NCEP-DOE, and ERA-40).

The zonal mean of tropical and subtropical tropopause heights, averaged over the first

and last five years of ERA-Interim, is shown in Figure 5.6. In both DJF and JJA the

average height for the last five years is greater than or equal to the average height for

the first five years and the de-trended standard deviation of height for most latitudes. It

is apparent from Figure 5.6 that expansion into the SH makes a greater contribution to
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DJF

JJA

Figure 5.6: Zonal mean blended tropopause height for ERA-Interim. The average for
the first (dashed line) and last 5 years (solid line) of the climatology are shown for DJF
and JJA. Shading shows the average of the first five years ± the de-trended standard
deviation for the whole of ERA-Interim. The left and right hand axes refer to DJF and
JJA respectively.

the total broadening than that into the NH, a feature of this expansion that has also been

observed by Hu and Fu (2007), and Seidel and Randel (2007). The rate of expansion

into the SH also shows less seasonal variation than that into the NH.

Several different metrics have been used in previous studies to identify the edge of the

‘tropical tropopause’ in order to quantify the latitudinal expansion of the tropical belt.

These include the location where the thermally-driven jet first becomes unstable (Lu

et al., 2007), the number of ‘high tropopause’ days (Seidel and Randel, 2007), and

specified values of outgoing long wave radiation (Johanson and Fu, 2009). Hudson

et al. (2006) used critical values of ozone, and Johanson and Fu (2009) identified the

latitude where meridional mass flux in the troposphere, and P-E, first become zero on

the poleward side of the subtropical maximum (minimum for P-E).

The use of different diagnostics makes it difficult to compare the results of different

studies, and can result in very different estimates of tropical broadening. However, most
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between the tropical regions, where total column ozone concentration 
is relatively low, and extratropical regions, where it is higher. In an 
e!ort to distinguish chemical and meteorological e!ects on ozone 
trends, they demonstrated that 1979–2003 trends in total column 
ozone in the Northern Hemisphere are partly due to trends in the 
relative area of the tropics, midlatitudes and polar regions, as de"ned 
meteorologically. As shown in Fig. 2, their analysis indicates that the 
area of the Northern Hemisphere occupied by the tropical region, as 
de"ned by ozone values, grew during the 25-year period at a rate of 
1 degree latitude per decade (or a net widening of about 2.5 degrees 
in the Northern Hemisphere part of the tropics).

From analysis of a completely independent set of satellite-based 
microwave observations of atmospheric temperature, Fu et al.7 
inferred tropical-belt widening for the period 1979–2005. Noting 
that stratospheric cooling and tropospheric warming trends are 
stronger in the 15–45 degree latitude belts of both hemispheres, they 
invoked dynamical and thermodynamical arguments to suggest 
that, unless compensated by surface pressure changes, the shape of 
tropospheric pressure surfaces would change in such a way as to 
shi# the jet streams of both hemispheres poleward. $ey estimate a 
net widening of the tropical belt of about 2 degrees latitude, which 
is about half of the ozone-based estimate made by Hudson et al.6 for 
the Northern Hemisphere alone.

A third approach, by Seidel and Randel8 used tropopause height 
changes in the subtropics to estimate changes in the width of the 
tropics. Radiosonde (weather balloon) and reanalysis (observations 
assimilated into, and analysed by, an atmospheric model) data both 
show that the height of the tropopause has a bimodal distribution in 
subtropical latitudes, but not within the tropics or the high latitudes. 
De"ning the tropics as the region of frequent high (> 15 km) 
tropopause, they report an expansion of 5 to 8 degrees latitude 
during 1979–2005, with the Southern Hemisphere showing a more 
longitudinally consistent trend than the Northern Hemisphere. 
Reichler and Held (presented at the American Meteorological 
Society Conference on Climate Variability and Change, 2005) found 
consistent results in other aspects of the tropopause.

Using two other types of observations, Hu and Fu9 also found a 
widening of the tropical Hadley circulation system, and estimate its 
magnitude as 2 to 4.5 degrees latitude during 1979–2005. $ey used 
atmospheric reanalysis data to locate the latitude of zero net wind 
%owing in a north–south direction. $ey also used satellite observations 
of outgoing longwave (infrared) radiation emitted by the Earth (which 
is strongly dependent on cloud cover and atmospheric water vapour) 
to "nd the dry subsidence regions at the edges of the Hadley cells. Both 
methods showed robust evidence of tropical belt expansion.

In addition to this poleward expansion of the tropical belt, its 
height, as measured by the height of the tropical tropopause, has 
also increased, by some tens of metres over the past few decades10–12. 
$e overall three-dimensional growth of the atmospheric volume of 
the tropical belt is roughly 5%.

OUTSTANDING RESEARCH QUESTIONS

$ese "ndings are intriguing and raise a number of questions 
for further research. As summarized above, there are di!erences 
among the various observational estimates of widening trends 
which have not been examined. $ese di!erences might be due to 
a decoupling of the physical processes involving di!erent measures 
of the width of the tropics, or they may be reconcilable in terms of 
observational uncertainty. Regional and seasonal characteristics of 
the widening have not been explored in any detail. $e observed 
widening appears to have occurred faster than climate models 
predict in their projections of anthropogenic climate change. What 
does this tell us about the ability of models to simulate the processes 
responsible for the observed changes? To explain this di!erence 

will require a more nuanced understanding of the nature of the 
widening and its causes.

$ere are other indicators, some as yet unexamined, of the width of 
the tropical belt. For example, other aspects of the hydrologic cycle (in 
addition to clouds) may be helpful in delineating the tropical belt and 
"nding evidence of changes in its width. $ese include atmospheric 
water vapour, which may have a sharp gradient at the edge of the 
tropics13, precipitation, and the location of the ‘zero-crossing’ of 
precipitation minus evaporation "elds14. Aspects of the tropospheric 
wind "eld could be examined in more detail, including the boundary 
between the tropical easterlies and midlatitude westerlies, the position 
of the axis of the subtropical jet streams, and the location of maximum 
surface westerlies. Stratospheric circulation (the Brewer–Dobson 
circulation) may show evidence of changes in the tropics and may 
give indications of linkages between stratospheric, tropospheric and 
tropopause changes. Aspects of changes in atmospheric radiation 
"elds might be usefully explored to determine whether the expansion 
is related to changes in atmospheric composition.

Indeed, considerable uncertainty surrounds the mechanisms 
causing the observed widening of the tropics and, speci"cally, of 
the Hadley circulation. Some possibilities include: internal low-
frequency climate variability; stratospheric ozone depletion; warming 
of sea surface temperatures15; a change in the vertical temperature 
structure of the troposphere14,16; and an overall increase in tropopause 
height10,17–19. Other potential, still unexplored, mechanisms include 
changes in the El Niño Southern Oscillation system20, stratospheric 
climate changes, and changes in the characteristics of extratropical 
weather systems and ocean currents and how they redistribute heat 
and moisture from the tropics into the higher latitudes21.

WORLDWIDE IMPLICATIONS

The edges of the tropical belt are the outer boundaries of the 
subtropical dry zones (Fig. 1) and their poleward shift could lead 

Ozone (NH only, Hudson et al.)
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Figure 2 Changes in several estimates of the width of the tropical belt since 
1979. These include: the width of the Hadley circulation, based on both outgoing 
longwave radiation and horizontal winds streamfunction10; the separation of the 
Northern and Southern Hemisphere subtropical jet-stream cores; the width of the 
region of frequent high tropopause levels8; and the width of the region with tropical 
column ozone levels (Northern Hemisphere only, right axis, ref. 6). Although each 
shows an increase since 1979, the rates vary from 2.0 to 4.8 degrees latitude per 
25 years, with an even larger range when considering the entire spread of trend 
estimates in each individual study.

Figure 5.7: The width of the tropics from different studies using different metrics, from
Seidel et al. (2008). In each case an increase is seen since 1979, but the rates of
expansion vary from 0.8◦ decade−1 to 1.92◦ decade−1.

estimates of tropical broadening in previous studies lie in the range 0.5 to 3◦ decade−1

(Table 5.6), and the broadening signal appears to be robust in the majority of metrics

used (see Figure 5.7). In this thesis, three metrics are used to quantify the rate of tropical

broadening.

Seidel and Randel (2007) define the tropical belt as the region where the tropopause is

higher than a critical altitude of 15 km for more than 100, 200, or 300 days per year.

Their metric is adapted here, and the tropical blended tropopause is defined as having

a seasonal-mean zonal-mean altitude of 15 km or more. The rate of expansion was

evaluated at 15, 15.5, and 16 km by taking the difference in latitude between the means

of the first and last five years of the climatology. The mean expansion over these altitudes

was taken as the rate of tropical broadening. The total rate of expansion in ERA-Interim
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(1989-2007) is 0.9◦ decade−1 in both DJF and JJA. In ERA-40 (1958-2001), the rate is

smaller (0.7◦ decade−1 in both seasons). Both estimates are smaller than those of Seidel

and Randel, who found trends of 1.6◦ latitude decade−1 in the SH, and 1.5◦ latitude

decade−1 in the NH. However, the values presented in this thesis are in agreement with

previous estimates, which range from -0.5◦ to 3.1◦ latitude decade−1 (see Table 5.6).

Birner (2010) notes that Seidel and Randel use the NCEP tropopause product. This

is based on the WMO thermal tropopause definition, but does not include the 2 km

criterion. Birner found that this resulted in large trends compared to those calculated

using the full WMO definition using NCEP reanalysis data, which may explain some

of the difference between the estimates in this thesis, and those from Seidel and Randel

(2007).

It can be seen in Figure 5.4 that the large positive trends in zonal-mean height in the

NH sub-tropics seen in Figure 5.3 are due mostly to positive height trends in the east-

ern hemisphere. This is especially the case in DJF when there are height increases of

up to +400 m decade−1 over the east Mediterranean, south-east Asia, and Japan (Fig-

ure 5.4(a)). There are only small or negative trends in the sub-tropics in the western half

of the NH. This is in contrast to the findings of Seidel and Randel (2007) who found that

the increases in subtropical tropopause height were restricted to the western hemisphere.

Trends in the SH are more zonally uniform, although they are still larger in the eastern

hemisphere, with positive trends of up to +400 m decade−1 at 20-30◦S. In JJA the trends

in the NH subtropics are weaker, with only the Mediterranean and the central Atlantic

having significant positive height trends (Figure 5.4(b)). In the SH, the picture is very

similar to DJF, although slightly smaller in magnitude.

The tropical broadening shown in Figure 5.6 can also be seen in Figure 5.3. The large

positive height trends in the sub-tropics in both seasons are at similar latitudes to the

steep gradients in tropopause height. The average height trend and the latitudinal gradi-

ent in tropopause height can be combined to give an alternative measure of the expansion

rate. Here the rate of expansion is defined as the ratio of the average height trends and

average height gradients for a specified latitude range, a second metric used here.
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3◦ 5◦ 9◦

Blended Rate % SH Rate % SH Rate % SH
DJF 2.0 72 1.7 72 1.4 71
JJA 1.6 54 1.3 53 1.1 53

Dynamic
DJF 2.2 70 1.7 70 1.5 68
JJA 1.7 56 1.4 55 1.2 56

Table 5.7: Rates of tropical broadening [◦ decade−1] for an ERA-Interim (1989-2007)
blended and dynamic tropopause, for different widths of latitudinal averaging centred
on the latitude of maximum height trend.

The rate of tropical broadening in ERA-Interim (1989-2007), using the blended and

dynamic tropopause definitions, is shown in Table 5.7. Results from the use of averages

over a 3◦, 5◦ and 9◦ latitude range, centred on the latitude with the maximum sub-

tropical trend, are shown. The rate of expansion is sensitive to the number of latitudes

over which the calculation is performed, ranging from 2.0◦ decade−1 (1.6◦ decade−1)

for the 3◦ latitude range to 1.4◦ decade−1 (1.1◦ decade−1) for the 9◦ range for DJF (JJA).

However, the contribution from each hemisphere to the total expansion is not sensitive

to this choice. Expansion into the SH accounts for ∼72% of the total expansion in DJF,

and ∼55% in JJA.

The rate of tropical broadening is again smaller in ERA-40 (1979-2001) compared to

ERA-Interim (1989-2007): 1.2 ◦decade−1 in DJF and 0.6 ◦decade−1 in JJA when a 3◦

latitude range is considered. In contrast to the ERA-Interim result, in ERA-40 the largest

contribution to the total expansion always comes from the summer hemisphere.

The latitudes where large sub-tropical tropopause height trends occur coincide with the

latitudes where the blended tropopause definition begins to deviate from the dynamic

tropopause definition. To explore the possibility of a sensitivity of the rate of broad-

ening to the blending process, the trends have been determined separately for the two

alternative data sets based on the dynamic and thermal tropopause definitions. It can

be seen in Table 5.7 that using the dynamic definition alone results in very similar es-

timates for tropical broadening to those using the blended definition. The values are

slightly larger, which is consistent with the generally slightly smaller values found using
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the thermal definition. It can be concluded that the blending process that often occurs in

the sub-tropical region is not critical in the estimates obtained for tropical broadening.

A third metric for tropical broadening has been obtained here through the broadening

tendency of the tropical easterlies noted in Section 5.1.2, especially Figure 5.2. The

length of time that it would take for the largest negative trends in zonal wind to reduce

the climatological westerly at that latitude to zero was calculated. This could then be

compared to the climatological latitude where u=0 to give a rate of broadening i.e.:

Rate =
latB − latA

(u/du
dt

)B
(5.3.1)

where latA is where the zonal-mean climatological zonal-wind (u) is 0, and latB is the

latitude with the largest negative zonal-wind trends. For ERA-Interim, the broadening

trends were found to be 1.0◦ decade−1 in DJF and 2.2◦ decade−1 in JJA. In both cases,

70% of the total broadening is due to expansion into the SH.

The rates of tropical broadening calculated using the three metrics are comparable in

both seasons, with the exception of the broadening calculated using easterly wind ten-

dencies in JJA, which is approximately double that from other methods. All estimates

lie within the range of estimates from previous studies (Table 5.6). However, while the

zonal-mean tropopause height and wind calculations indicate that expansion into the SH

always makes a larger contribution to the total broadening, the metric using zonal-mean

height trends indicates that it is expansion into the summer hemisphere that makes the

largest contribution. The different magnitudes of the JJA trends, and the discrepancies

between the hemispheric contributions to the expansion, demonstrate the sensitivity of

the expansion to the metric used.

5.4 Summary

Trends in tropopause variables have been calculated for ERA-Interim (1989-2007) and

ERA-40 (1958-2001 and 1979-2001). Trends have also been calculated for January 1989
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to August 2002, when the reanalyses overlap. Although the global-mean annual-mean

tropopause is higher in ERA-Interim compared to ERA-40, there are similar trends in

blended tropopause height in both reanalyses for most of the periods considered. For

ERA-Interim (1989-2007) the trend in annual-mean global-mean tropopause height is

+47 m decade−1 (-0.97 hPa decade−1). Both the height and pressure trend are significant

at the 1% level. There is also a corresponding trend of -0.18 K decade−1 in annual-mean

global-mean tropopause temperatures.

Trends in annual-mean global-mean pressure and height, from both ERA-Interim and

ERA-40, are small compared to trends given in the literature. Direct comparison with

the ERA-40 results of Santer et al. (2004) demonstrates that this difference is due mostly

to the use of the blended tropopause definition, instead of the thermal definition. The

thermal tropopause trends from ERA-40 (+104 m decade−1, -2.61 hPa decade−1) are

in excellent agreement with the results of Santer et al. (2004), and are at the upper

end of the range of previous estimates. Thermal tropopause trends from ERA-Interim

(+46 m decade−1, -0.61 hPa decade−1) are in good agreement with those for the blended

tropopause.

It can be seen from annual-mean zonal-mean tropopause height trends that the largest

positive trends, of up to 100 m decade−1, are in the sub-tropics. Smaller positive trends

are found in the extratropics. Significant negative height trends are found in the SH high

latitudes. Pressure and temperature trends mirror height trends. Additionally, there are

large negative trends in zonal-wind in the sub-tropics, and large positive trends in the

tropics, suggesting a broadening and weakening of the tropical easterlies.

When the geographical structure of the trends in tropopause height was examined at a

grid-point scale it was revealed that most of the large trends in the subtropics are in the

eastern hemisphere, especially in DJF. There are also tripole structures in the trends over

the North Atlantic and North Pacific oceans. It can also be seen that the large negative

trends in the SH high latitudes are restricted to over the Antarctic continent.

The Antarctic is the only substantial region with statistically significant negative tropopause

height trends that persist in all seasons. The positive trends in circumpolar winds are
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consistent with positive trends in the SAM, while the negative trends in tropopause

height after 1989 are consistent with an increase in lower stratospheric ozone. Com-

paring ERA-Interim and ERA-40 trends since 1989 with trends in ERA-40 with earlier

trends in ERA-40 reveals a change in sign in Antarctic trends. Trends for periods start-

ing before 1989 are positive, while trends for periods starting in 1989 are negative. This

is true for all seasonal and annual averages. The changing signs of the Antarctic height

trends can clearly be seen in a time series of Antarctic tropopause height, and closely

follow the trends in stratospheric ozone.

Antarctic tropopause trends were found to be sensitive to the tropopause definition used.

The Antarctic tropopause can be difficult to identify using the thermal definition, which

results in an anomalously high tropopause being recorded. Removing all the points

where a very high thermal tropopause was recorded can change the thermal tropopause

trends by orders of magnitude, and even change their sign. The same procedure has little

impact on blended tropopause trends, which are more robust in the Antarctic region.

A broadening of the tropical region has been identified, and quantified using three met-

rics based on a critical tropopause altitude, the product of sub-tropical height trends and

gradients, and the poleward extent of easterly winds. If the tropics are defined as the re-

gion where the seasonal-mean zonal-mean tropopause has an altitude of 15 km or more,

the total rate of expansion of the tropics in ERA-Interim is found to be 0.9◦ decade−1 in

both DJF and JJA. Estimates from the product of sub-tropical height trends and gradi-

ents gives an expansion rate of 2.0◦ decade−1 in DJF and 1.6◦ decade−1 in JJA. When

easterly wind tendencies are used, trends are calculated to be 1.0◦ decade−1 in DJF and

2.2◦ decade−1 in JJA.

When critical altitudes and wind tendencies are used to quantify the rate of tropical

broadening ∼70% of the total broadening is due to expansion into the SH. However,

when height tendencies are used, 72% of the total broadening is due to expansion into

the SH in DJF, compared to 55% in JJA. Most of the widening of the zonal-mean tropical

belt is due to large trends in the eastern hemisphere.
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Stratospheric deposition and lifetime of

aviation water vapour emissions

Background water vapour concentrations in the atmosphere change markedly with height.

In the stratosphere concentrations tend to be between 2 ppmv and 5 ppmv. Previous

studies have shown that concentrations due to aviation emissions are approximately one

order of magnitude smaller than the background concentration in the stratosphere, and

several orders of magnitude less in the troposphere (Hoinka et al., 1993). However,

Hoinka et al. also found that the lifetime of water vapour in the stratosphere is signifi-

cantly larger than that in the troposphere, resulting in greater potential for the accumu-

lation of emissions.

In this Chapter, the amount of direct deposition of emissions into the stratosphere will be

quantified, along with its sensitivity to the tropopause definition and emissions inventory

used (Section 6.1). A literature review of transport across the tropopause is presented

in Section 6.2, before the fully Lagrangian trajectory model used in this thesis to model

transport is introduced in Section 6.3. The choice of removal criteria to determine when

emissions leave the stratosphere is discussed in Section 6.4.1. E-folding lifetimes cal-

culated from the trajectories are presented in Section 6.4.2, and compared to the large

range of estimates from previous studies.

127
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6.1 Direct emission into the stratosphere

Previous work has focused on the percentage of both global (Gettelman, 1998, Grewe

and Stenke, 2008) and NAFC emissions (Hoinka et al., 1993, Forster et al., 2003) that

enter the stratosphere directly. Unfortunately, comparison of the conclusions from these

works is very difficult, even for the global studies. They each use different emission and

meteorological data sets for different years. They also use different tropopause defini-

tions, which has previously been shown to influence the amount of emissions calculated

to enter into the stratosphere, and consequently the radiative impact of the emissions

(Gettelman, 1998, Forster et al., 2003). The lack of an accepted definition of the bound-

aries of the NAFC introduces further complications into the comparison of regional case

studies.

Unsurprisingly, there is a large range in previous calculations of the percentage of emis-

sions directly into the stratosphere. Previous studies suggest that anything between 13%

and 44% of global column total emissions enter the stratosphere directly (Fortuin et al.,

1995, Gettelman and Baughcum, 1999). For the NAFC the estimates lie between 33%

(Hoinka et al., 1993) and 62-67% (Forster et al., 2003). In this case, however, it should

be noted that Forster et al. only consider emissions at pressures less than 700 hPa. This

means that, in the region they define as the NAFC, they are neglecting up to 20% of the

column total water vapour emissions. Hence, their results suggest that 50-54% of NAFC

column total emissions enter the stratosphere directly.

In the NAFC the tropopause tends to lie at 9 to 10 km, within the range of typical cruise

altitudes. Therefore, it is expected that the percentage of column total emissions entering

the stratosphere directly will be sensitive to the position of the tropopause. Changes in

tropopause position can be the result of seasonal or inter-annual variations in the height

of the tropopause, or be caused by changes in the tropopause definition or changes in the

meteorological data set used (see Chapter 3). The differences in the vertical distribution

of emissions within the different inventories (see Chapter 2) means that the percentage

of emissions entering the stratosphere directly is also expected to be sensitive to the

emissions inventory used.
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The percentage of column total emissions in the NAFC entering the stratosphere di-

rectly is shown in Figure 6.1. The percentages shown in the upper panel are calculated

using the blended tropopause surface every 6 hours for February 2004, and monthly to-

tal emissions from the three inventories, so that all the time-variation shown in the plot

is due to changes in the height of the tropopause. Using the AEDT and QUANTIFY

inventories results in a higher percentage of the emissions entering the stratosphere than

when the AERO2k inventory is used. On average 61% of AEDT and QUANTIFY emis-

sions enter the stratosphere directly, compared to 52% of AERO2k emissions. This is

due to the higher cruise altitude (AEDT), and higher proportion of time spent at cruise

altitude (QUANTIFY), given in those inventories (Chapter 2). The same calculation is

performed for the plot shown in the lower panel, but in this case 6 hourly totals are

used from the AEDT inventory. The large amplitude of the diurnal cycle in North At-

lantic traffic is clearly reflected in the deposition of emissions into the stratosphere. In

times of peak traffic, in excess of 90% of emissions enter the stratosphere directly, with

several February maxima in excess of 80% of column total emissions. Including the

diurnal variation in traffic and, to some extent, the effects of flight routing, increases the

percentage of AEDT emissions entering the stratosphere directly from 61% to 62%.

Gettelman (1998) also investigated the sensitivity of the percentage of emissions en-

tering the stratosphere directly to the emissions inventory used. Comparing the NASA

and ANCAT inventories on a global basis, he concluded that the percentage was ‘not

substantially affected’ by the inventory used. He found that using the two different in-

ventories lead to a difference of 5% of column total emissions entering the stratosphere

directly. This is roughly half of the difference between using the AEDT inventory and

the AERO2k inventory found here. Although 10% may only represent a small difference

in the mass of the emissions deposited directly into the stratosphere, it may not be an in-

significant difference when the height distribution of these emissions in the stratosphere,

and the influence of emissions height on emissions lifetime and therefore accumulation,

is considered. The percentage of AEDT emissions entering the stratosphere directly is

higher than that for the AERO2k inventory because of the higher cruise altitudes found

in the AEDT inventory. It is therefore reasonable to expect that the AEDT emissions
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Figure 6.1: The percentage of emissions entering the stratosphere directly for the NAFC
with February 2004 meteorology, calculated using the blended tropopause and the
AEDT, AERO2k, and QUANTIFY inventories. The results using monthly mean emis-
sions and a 6 hourly tropopause are shown in the upper panel. In the lower panel 6
hourly AEDT emissions and 6 hourly meteorology are used.
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will have a longer lifetime in the stratosphere than the AERO2k emissions, leading to

greater accumulation of AEDT emissions. Different accumulations will in turn lead

to the calculation of different climate impacts when the two inventories are used, which

may in the end be more significant than the differences in the percentage of stratospheric

emissions.

No information is available about the spatial distribution of emissions within an inven-

tory grid box. This means that assumptions have to be made about the distribution

of emissions when calculating the percentage of emissions that enter the stratosphere.

When the vertical resolution of the inventory is coarse, this assumption can have a sub-

stantial impact on stratospheric deposition. This can be seen in Figure 6.2 where the

blended tropopause has been used to calculate the percentage of AEDT emissions enter-

ing the stratosphere directly. The AEDT inventory has been used with a vertical resolu-

tion of 1 km and 152 m, with the two extreme assumptions of placing all the emissions

at either the upper bound or the lower bound of each grid box. When the low vertical

resolution inventory is used the difference between the upper and lower bound calcula-

tions can be as much as 20% of column total emissions. The difference is no more than

2% of the column total for the high resolution data, making a strong case for the use of

high vertical resolution inventories.

A comparison was made between the results from calculations with the emissions lo-

cated at the upper and lower bounds of each grid box, and in the centre. This demon-

strated that the percentage of column total emissions calculated using the assumption

that emissions were located at the centre of each grid box did not necessarily give the

same result as the mean of the upper and lower bound cases. As such, it has been as-

sumed in all calculations of direct deposition that the emissions are located at the upper

bound of each grid box. This gives a definite upper limit for each calculation, while it

would be difficult to determine where an estimate using emissions placed at the centre of

each grid box lay within the range of uncertainty. As most calculations in this thesis are

performed using high vertical resolution AEDT data, this is unlikely to have a noticeable

impact on the final result. However, it becomes more important as the vertical resolution

of the emissions inventory decreases.
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Figure 6.2: The percentage of emissions entering directly into the stratosphere in the
NAFC in February 2004, calculated using the blended tropopause and the AEDT in-
ventory at low (1 km) and high (152m) vertical resolution. ‘Upper bound’ and ‘lower
bound’ refer to results where it has been assumed that all emissions within a grid box
have been placed at the highest possible and lowest possible altitudes respectively.
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Figure 6.3: The percentage of emissions entering the stratosphere directly in the NAFC
with February 2004 meteorology, calculated using 6 hourly AEDT emissions, and a 6
hourly thermal and blended tropopause.

The percentage of AEDT emissions entering the NAFC stratosphere, calculated using

a blended tropopause and thermal tropopause definition for February 2004 is shown

in Figure 6.3. There is a clear sensitivity of the percentage of direct emission in the

stratosphere to the tropopause definition used. When the blended tropopause definition

is used, an average of 62% of AEDT emissions enter the stratosphere. When the thermal

tropopause definition is used the NAFC tropopause is, on average, 800m higher, and the

average percentage of emissions entering the stratosphere directly is only 44%.

Gettelman (1998) and Gettelman and Baughcum (1999) calculated the percentage of

emissions entering the stratosphere directly using the NASA 1992 inventory, and a 2, 3,

and 5 PVU tropopause, and 1, 2, 3, 4 PVU and thermal tropopause respectively. In both

studies it was found that stratospheric deposition was sensitive to tropopause definition.

Gettelman (1998) found that 17-35% of global emissions entered the stratosphere di-

rectly in January, and 10-24% entered the stratosphere directly in July, depending on

the tropopause definition used. Gettelman and Baughcum (1999) found that 18-44% of

global emissions entered the stratosphere directly, in the annual average, depending on
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the tropopause definition used.

For the |PV|=2 PVU tropopause, Gettelman (1998) found that 35% of global emissions

were emitted directly into the stratosphere in January 1992, and 24% in July 1992. Us-

ing the ERA-Operational tropopause and Gettelman’s NASA inventory gives 37% and

23% for January and July respectively (not shown). This is slightly larger than the values

found here using the global AEDT inventory: 32% and 19%. There is a slight difference

between the NASA values found here, and those presented by Gettelman and Baugh-

cum, which is due to the different meteorological data used. Gettelman and Baughcum

concluded that the percentage of emissions entering the stratosphere directly is not sen-

sitive to the meteorological data set used. Comparison of the values found here with

their result suggests that there is a small sensitivity (4-5%), but that it is not as large as

the sensitivity to the emissions inventory used.

The higher percentage of column total NASA emissions entering the stratosphere com-

pared to those from AEDT is due to the combination of the higher cruise altitude and

proportion of time spent at cruise altitude in the NASA inventory compared to AEDT

(see Figure 6.4). However, the NASA vertical profile is the most similar to those from

AEDT out of all the inventories considered (Figure 6.4). The influence of the differences

in the vertical profiles are more pronounced when only the NAFC is considered, with a

monthly mean of 70% of NASA emissions entering the stratosphere compared to 61%

for AEDT (Figure 6.4).

The variation of the percentage of emissions entering the stratosphere with seasonal

and annual variations in tropopause height has also been calculated, by allowing the

tropopause to vary but keeping emissions fixed. The percentage of emissions entering

the stratosphere directly in the NAFC was calculated using AEDT total emissions for

February 2006, and a 6 hourly blended tropopause for the whole of 2006 (see Figure 6.5).

When emissions are kept fixed, there is a maximum of 64% of emissions entering the

stratosphere directly in March, and a minimum of 38% in June.

When AEDT monthly total emissions are also allowed to vary the seasonal cycle of

stratospheric emissions is almost identical (Figure 6.5). Although there is a seasonal cy-
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Figure 6.4: The vertical profile of global emissions from the NASA inventory, compared
to the inventories introduced in Chapter 2 (top panel). The percentage of column total
NAFC emissions entering the stratosphere directly from the NASA and AEDT invento-
ries (monthly total emissions), using the blended tropopause for February 2004 (lower
panel).
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Figure 6.5: Monthly mean emissions into the stratosphere in 2006. The black line shows
the NAFC deposition calculated using 6 hourly emissions and a 6 hourly tropopause.
The dashed blue line shows the same, but using February emissions. The red line shows
the global deposition calculated using 6 hourly emissions and a 6 hourly tropopause. In
each case the emissions are from AEDT, and the blended tropopause is used.
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cle in the total mass of emissions, the vertical distribution of the emissions is relatively

invariant with season, hence the seasonal cycle in the percentage of column total emis-

sions entering the stratosphere. Repeating the calculation for the globe reveals a similar

seasonal cycle, albeit with a smaller amplitude, as the majority of global emissions enter

the atmosphere in the NH extratropics (Figure 6.5). For global emissions, a maximum

of 31% of total emissions enter the stratosphere directly in March, with a minimum of

16% in August. The amplitude of this cycle is close to the 10% identified by Gettelman

and Baughcum (1999), and both the maximum and minimum values lie within the range

of values presented in previous studies.

Hoinka et al. (1993) found no correlation between the percentage of NAFC emissions

entering the stratosphere directly and the NAO index. As the phase of the NAO influ-

ences the gradient of the tropopause across the NAFC, the relationship between the NAO

index and the stratospheric deposition of NAFC emissions was also investigated in this

thesis. Inter-annual variations of up to 20% of column total emissions were identified

in winter (Figure 6.6). However, there was no significant correlation between the NAO

index and stratospheric deposition when AEDT and ERA data were used. Even when

the three winters with the highest NAO indices since 1989 were compared with the three

winters with the lowest indices, there was no significant correlation (see Figure 6.6).

No strong correlations were found between the NAO index and stratospheric deposition

in the NAFC. Although the NAO influences the gradient of the tropopause across the

NAFC, it does not necessarily influence the average tropopause height. The monthly-

mean percentage of column total emissions emitted into the stratosphere directly was

found to be correlated with the monthly-mean tropopause height, with r2=0.88.

Over 20% of global emissions occur in the NAFC, and it was found that global depo-

sition is also correlated with the average height of the NAFC tropopause, with r2=0.94.

This relationship is stronger than that between global deposition and global mean tropopause,

which has r2=0.56.
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Figure 6.6: Direct emission into the NAFC stratosphere using monthly mean AEDT
emissions and a 6 hourly blended tropopause for DJF for selected years. Winters with a
strongly positive NAO index are shown in black, and those with a strongly negative NAO
index are shown in blue.

6.2 Transport of emissions in the stratosphere and across

the tropopause: a review

The circulation in the upper troposphere and stratosphere generally consists of upwelling

from the troposphere to the stratosphere in the tropics, transport to the extratropics in the

stratosphere and downward mass flux from the stratosphere to troposphere in the middle

and high latitudes. The zonal average of this circulation is the Brewer-Dobson circula-

tion. The Brewer-Dobson circulation is driven by Rossby wave and gravity wave break-

ing in what is often referred to as the ‘extratropical pump’ (Plumb and Eluszkiewicz,

1999).

When considering transport from the stratosphere to the troposphere it is useful to divide

the lower stratosphere into two regions, overworld and middleworld (Hoskins, 1991).

Overworld is the region at potential temperatures above 380 K. It is in the stratosphere

at all latitudes, meaning that transport from overworld to the troposphere is slow as
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isentropic surfaces have to be crossed, which requires diabatic heating. Middleworld is

the region between the tropopause and 380K. Isentropic surfaces in this region are in

the stratosphere at high latitudes, but in the troposphere at low latitudes. This allows

fast transport between the stratosphere and troposphere to take place along isentropic

surfaces.

The descending branch of the Brewer-Dobson circulation means that most emissions

into the extratropical stratosphere will be transported into the vicinity of middleworld

and the tropopause. Once within the tropopause region, various processes contribute

the the transportation of emissions from the stratosphere to the troposphere. In the ex-

tratropics, stratosphere to troposphere exchange (STE) is associated with synoptic- and

mesoscale-processes. Transport from the stratosphere has been observed in tropopause

folds (near both the polar- and sub-polar-jets), cut-off lows, mesoscale convective com-

plexes, thunderstorms, and due to breaking gravity waves and the filamentation and

fragmentation of stratospheric streamers (Stohl et al., 2003, Sprenger et al., 2007). Cut-

off lows and tropopause folds in particular result in the exchange of large volumes of air

as they are associated with large latitudinal displacements on isentropic surfaces (Stohl

et al., 2003).

Extrusions from the stratosphere into the troposphere tend to be organised within small-

scale filamentary structures that are produced by shear in the large scale wind fields.

The lifetime of such filaments is typically a few days (Forster and Wirth, 2000). The

link between STE and PV structures, such as filaments and streamers, is particularly

strong in the extratropics, with 60-80% of STE events occurring in the vicinity of a PV

structure, irrespective of season (Sprenger et al., 2007). Larger structures are more likely

to be associated with STE.

The structures that tend to be associated with STE have preferred geographical regions.

Sprenger and Wernli (2003) found that maximum stratosphere to troposphere trans-

port (STT) in the Northern Hemisphere occurred between 40◦N and 60◦N. Wernli and

Bourqui (2002) also found that maximum NH STE was within the storm tracks over

the Atlantic and Pacific oceans. Stohl et al. (2003) are more specific, and link STT to
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the cyclogenesis regions: the North American west coast, the beginning of the North

Atlantic storm track and the Mediterranean. Stohl et al. (2003-STE) note that there is

less geographical variation associated with shallow exchange events.

Wernli and Bourqui (2002) and Stohl et al. (2003) have both identified an annual cy-

cle in cross tropopause mass fluxes, with a maximum in winter and early spring and a

minimum in late summer. STT is often divided into shallow and deep exchanges, with

most STT events being shallow and short lived (Stohl et al., 2003). The amplitude of

the seasonal cycle for deep STT events is much more pronounced than the amplitude of

the cycle of all events (Stohl et al., 2003-STE). There is very little annual variation in

shallow STT events (James et al., 2003).

In addition to an annual cycle in the amplitude of STT events, Sprenger and Wernli

(2003) identified a geographical cycle in STT. They found that STT was strongest over

the storm tracks in winter, and strongest over the continents in summer. Wernli and

Bourqui (2002) also identified an annual cycle in the range of potential temperatures

where STE was most likely to occur. They found that in winter STE tended to occur

in the 285< θ <320 K isentropic layer, with almost no exchange occurring above 340

K. In summer, most STE occurred at potential temperatures between 310 K and 340

K. This difference is due to the annual cycle in the location of isentropes, rather than a

change in the physical location of STE events.

Inter-annual variations in STE have also been inferred. Stohl et al. (2003) found that

tropopause crossings in the North Atlantic region occurred at higher latitudes and alti-

tudes in winters with a positive NAO index compared to other years. They also identified

an intensification and poleward shift of STE in the eastern tropical Pacific associated

with El Nino. Sprenger and Wernli (2003) also identified differences in STT in agree-

ment with the differences in cyclone frequency associated with different phases of the

NAO. However, they found that troposphere to stratosphere exchange was only weakly

correlated with the NAO index. They note that there was only small inter-annual vari-

ability in the seasonal cycles of hemispherically integrated exchange, and that there do

not appear to have been any trends in transport across the ERA-15 period (1979-1993).
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6.3 Trajectory modelling

It is possible to model STE using either Eulerian or Lagrangian methods. Most Gen-

eral Circulation Models (GCMs) and Chemistry Transport Models (CTMs) are Eulerian

models. In such models the flow of air through a fixed grid is studied. This means that

they may not give a very accurate simulation of conservative properties and cannot be

used to answer questions about a particular air mass. This is possible using Lagrangian

models, where labelled parcels of air are followed in time. It is this exact computation

of transport that is the main advantage of using Lagrangian models. However, this is

closely linked to their main disadvantage: the need to follow a very large number of

parcels in order to resolve important features of the circulation. The different methods

are known to give different estimates of net fluxes and distribution (Wernli and Bourqui,

2002).

Stohl et al. (2003) compared trajectory models, Lagrangian particle models, Eulerian

transport models and GCMs. They found that all models were able to capture an STT

event, but that the range of magnitudes of tracer fluxes was large. Tracer fluxes in the

GCMs were around four times larger than those in the Lagrangian models. They found

that the use of Lagrangian models resulted in an underestimate of STT as the models

sometimes failed to capture the presence of stratospheric air in the troposphere due to

the absence of convection and turbulence schemes. Conversely, they found that GCMs

overestimated the flux as they dispersed the tracer too deeply into the troposphere, and

over geographical regions that were too large when compared to observations. They

concluded that this is likely to be an artefact of numerical diffusion, compounded by low

model resolution and strong tracer gradients across the tropopause. Stohl et al. (2003-

STE) note that Eulerian estimates are highly sensitive to intrinsic parameters, resulting

in poor agreement between different estimates. Eulerian methods also treat short- and

long-lived excursions in the same way, which can result in high noise levels (Stohl et al.,

2003-STE).

Although there are advantages and disadvantages to the use of both types of models, the

advantages of using a Lagrangian model far outweigh those of using a Eulerian model.
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There is no numerical diffusion in a Lagrangian model, and they are often less compu-

tationally expensive to achieve results an an equivalent resolution to a Eulerian model.

They are strictly mass conserving, and they the strong gradients of trace species found

in the vicinity of the tropopause, unlike semi-Lagrangian schemes, which smooth such

gradients. However, the underestimation of STT in Lagrangian models identified by

Stohl et al. (2003) motivates the use of high resolution wind data, and a high resolution

release grid.

6.3.1 The UGAMP trajectory model

The Universities Global Atmospheric Modelling Project (UGAMP) trajectory model is

a fully Lagrangian model, written by John Methven (Methven, 1997, Methven et al.,

2003). Details of the model’s operation and accuracy are given in Methven (Methven,

1997).

Using ECMWF spectral wind data, the trajectory model can be used to produce either

forward or backward trajectories by solving the initial value problem,

dx

dt
= u(x, t) (6.3.1)

using a 4th order Runge-Kutta method:

k1 = u(xn, tn)δt (6.3.2)

k2 = u(xn +
k1

2
, tn +
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k4 = u(xn + k3, tn + δt)δt (6.3.5)
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(6.3.6)

where u is velocity, x is position, t is time, and δt is a constant integrator time-step that

is much smaller than the interval between the wind records. Methven (1999) found this

method to be more accurate, and stable, than using the simpler Euler method.
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Trajectories are integrated on a sphere in spherical co-ordinates, using the shallow at-

mosphere approximation. Horizontal wind components are taken directly from ECMWF

wind data. Vertical wind is found from mass conservation via the continuity equation.

The value of a given field is found at the position of each trajectory particle by interpo-

lating the gridded data. Bilinear interpolation is used in the horizontal. In the vertical,

Lagrange interpolation is used to capture the large gradients at the tropopause.

A step size of one hour has been used in the Runge-Kutta scheme in this work. This

is sufficiently small compared to the 6 hours between wind records that the integration

errors in the model will be negligible compared to field truncation errors. Methven et al.

(2003) found that the model was able to accurately simulate photochemically produced

ozone compared to observations in thermodynamic co-ordinates. They found that typical

displacement errors associated with the trajectories were ∼30 km.

6.3.2 Example trajectory output

It is possible, using the trajectory model, to interpolate various parameters to particle po-

sition, and store them as ‘attributes’. For this work, specific humidity, potential temper-

ature, and potential vorticity were recorded, in addition to particle pressure, latitude, and

longitude. This allows the position of each trajectory particle relative to the tropopause

to be calculated. It also gives an indication of background humidity of particle position.

Examples of trajectory model output are shown in Figures 6.7 and 6.8. In these exam-

ples, 25 particles were released on a regular latitude-longitude grid, bounded by 50◦N,

48◦N, 30◦W and 28◦W. It can be seen in Figure 6.7 that on this occasion the particles

initially follow very similar horizontal paths, although there is a large spread in their

initial PV values. There are two distinct groups of trajectories, those with lower values

of PV (warm colours), and those with higher initial values (cool colours). Most tra-

jectories with lower initial values of PV at their release descend steadily and enter the

troposphere, or the immediate vicinity of the tropopause. The trajectories with higher

initial values of PV remain at higher levels, after an initial fluctuation in this example
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where PV values dip to tropospheric values, and then rapidly revert to stratospheric val-

ues. It can be seen in the upper panel of Figure 6.7 that there are ‘kinks’ in some of the

warmer coloured trajectories, particularly over Asia. These kinks are associated with the

tropopause crossings that can be seen in the lower panel of Figure 6.7, and in Figure 6.8.

Similar releases of small groups of particles were made at different times and pressures,

and from different locations (not shown). The results of these preliminary experiments

illustrated that the trajectory of a particle is dependent on the pressure from which it

is released, and on local meteorology. Generally, increased initial distance above the

tropopause resulted in a tighter clustering of trajectories in both the horizontal and PV.

Particles released at greater altitudes tended to travel further in a given time, and follow

more zonal paths.

6.4 Lifetime estimates

While many previous studies have produced estimates of the stratospheric lifetime of

water vapour emissions, there is little agreement between studies (Table 6.1). Generally

an e-folding lifetime is calculated, and e-folding lifetimes have been presented in Sec-

tion 6.4.2 for comparison with other work. However, analysis of the trajectories used to

calculate these lifetimes has demonstrated that an e-folding lifetime is not always appro-

priate (Section 6.4.3). Following this analysis, a methodology was developed to allow

the calculation of the accumulated mass of aviation water vapour emissions that does not

rely on assumptions about the stratospheric lifetime of emissions (Chapter 7). Before

any lifetimes could be calculated, it was necessary to define when a particle released

into the stratosphere could no longer be considered to have stratospheric properties.

6.4.1 Defining removal criteria

As aviation water vapour emissions are negligible when compared to the background

water vapour concentration in the troposphere, this thesis focuses only on stratospheric
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Figure 6.7: The paths followed by particles in the first 10 days following their release at
200 hPa in the region bounded by 50◦N, 48◦N, 30◦W and 28◦W on 1 February 2004, 12Z.
Each coloured line tracks the path of an individual particle. Their horizontal position
is shown in the upper panel, while their PV is shown in the lower panel. Here, the
approximate tropopause position is indicated by the heavy black line.
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Figure 6.8: The points where tropopause crossings occur. The colours correspond to the
individual trajectory colours used in Figure 6.7. Crosses indicate downwards crossings,
and stars indicate upwards crossings.
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Study Release location Lifetime
Hoinka et al., 1993 Stratosphere 6 months
Fortuin et al., 1995 Stratosphere 6 to 30 months
Ponater et al., 1996 Lower stratosphere 2 to 6 months

Schoeberl et al., 1998 11 km ∼0.5 months
13, 14, 16, 19 km ∼12 months

Gettelman, 1998 Lowermost stratosphere 1.3 to 1.9 months
depending on tropopause

definition and season
Schoeberl and Morris, 2000 Middleworld Order 3 months

Overworld Order 12 months
Forster et al., 2003 Stratosphere 0.7 months

Grewe and Stenke, 2008 52 hPa (∼20 km) 13 months
89 hPa (∼17 km) 9 months

132 hPa (∼14.5 km) 4.3 months
198 hPa (∼12 km) 1 month

This thesis, ERA-Operational 300 hPa (9.2 km) 0.5 months
225 hPa (11.0 km) 1.3 months
200 hPa (11.8 km) 2.1 months
150 hPa (13.6 km) 8.2 months

This thesis, ERA-Interim 300 hPa (9.2 km) 0.4 months
225 hPa (11.0 km) 1.8 months
200 hPa (11.8 km) 3.2 months
150 hPa (13.6 km) 22.1 months

Table 6.1: Estimates of the stratospheric lifetime of water vapour emissions from pre-
vious studies. The majority of the studies use different assumptions and methodologies,
which influences the calculated lifetime.
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water vapour emissions. As such, it is necessary to define when a particle trajectory

has left the stratosphere. Preliminary trajectory experiments revealed that most particles

make multiple crossings of the tropopause before they are permanently removed from

the stratosphere (see Figure 6.7)

There is no consensus amongst previous studies as to how it is best to define when a par-

ticle has been removed from stratosphere. Many definitions have been used, and the ma-

jority of studies use either temporal criteria, or a critical distance below the tropopause.

Wernli and Bourqui (2002) investigated the use of 24, 48, 72 and 96 hour removal cri-

teria, finding little difference between 48 to 96 hour criteria. Sprenger et al. (2003)

defined an exchange event if a trajectory spent 24 hours in the stratosphere, followed by

24 hours in the tropopause. Sprenger et al. (2007) used a similar criteria, but with a crit-

ical value of 96 hours. Schoeberl and Morris (2000), and Morris et al. (2003), defined

water vapour as being removed from the stratosphere when it reached 0.5 km below the

tropopause.

It was decided to use a temporal removal criterion in this work, as this allows for some

representation of the mixing that occurs when stratospheric air enters the troposphere. A

wide range of temporal removal criteria have been used in previous work, ranging from

instant removal (Forster et al., 2003) to removal after a particle spends 96 consecutive

hours in the troposphere (Wernli and Bourqui, 2002). The final choice of removal crite-

rion in this thesis will be based on the consideration of observations of mixing timescales

at the tropopause, and the typical length of time spent in the troposphere by a particle

making a temporary excursion below the tropopause. However, the choice of criterion

is rather subjective.

A case study of the motion of particles near the tropopause after release in the NAFC

was used to investigate the transition from the stratosphere to the troposphere. 50 day

long trajectories were released on single pressure levels every 24 hours for January 2004

from a 2◦×2◦ grid bounded by 40◦N, 65◦N, 70◦W, and 0◦W. Releases were made every

10 hPa between 300 hPa and 150 hPa (∼ 9.2 km and 13.6 km), and also at 225 hPa (∼11
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Figure 6.9: The length of time spent below the tropopause by particles making short
excursions into the troposphere from the stratosphere. Particles were released at 200
hPa on a regular grid covering the NAFC in January 2004.

km), which is the median cruising pressure.1 Both the dynamic and blended tropopause

definitions were used to determine when each individual particle crossed the tropopause.

The direction and location of each crossing was recorded, along with the time spent

below the tropopause by particles that subsequently returned to the stratosphere.

It was found that most particles made multiple crossings of the tropopause following

their release into the NAFC stratosphere. The number of excursions into the troposphere

of a given length of time are shown in Figure 6.9. It can be seen from Figure 6.9 that most

particles that make repeated crossings of the tropopause remain in the troposphere for

48 hours or less, until their final crossing. This result is true for all the release pressures

tested, and for both the blended and dynamic tropopause definitions. A similar result

was presented by Stohl et al. (2003) who found that in excess of 90% of STT particles

in the troposphere stayed there for less than 6 hours. Therefore, a removal criterion of

longer than 48 hours is not relevant.

1Trajectories are released on pressure levels. The heights given in brackets are the corresponding
pressure-altitudes, as used in gridded AEDT data. All altitudes given in this Chapter are pressure-altitudes.
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Figure 6.10: The number of particles in the stratosphere with time after their release at
225 hPa in the NAFC in January 2004. Colours indicate the temporal removal criteria
used. The black line, ‘no removal’, indicates the instantaneous total number of particles
located above the tropopause at each time when no temporal criterion has been applied.
The light blue line indicates the number of particles in the stratosphere when an instan-
taneous removal criterion is applied. The blue, purple, red, and orange lines show the
result when a 12, 24, 26, and 48 hour removal criterion was used.

The sensitivity of the number of particles remaining in the stratosphere at a given time

after their release to different temporal removal criteria was also tested. Instant removal,

and removal after 12, 24, 36, 48 and 96 hours of being in the troposphere were consid-

ered. There were large differences in the number of particles remaining in the strato-

sphere when instant removal, and removal after 12 hours were used (see Figure 6.10).

The difference in the results found from using the different removal criteria decreased

with increased length of time in the troposphere. The results from the 36 and 48 hour

criteria are almost identical. This result suggests that a temporal criterion of 36 hours

or less should be used. The use of a criteria with a tropospheric residence time of more

than 36 hours is unlikely to give a different result to that found using the 36 hour criteria.
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In his studies of tropopause folds, Shapiro (1980) found that concentration changes due

to mixing in a 12 hour period were of comparable magnitude to the instantaneous con-

centrations within the fold. This suggests that mixing is of first order importance as a

mechanism for chemical exchange, and that a particle within a tropopause fold is likely

to have lost its stratospheric properties within 12 hours. However, not all stratosphere

to troposphere exchange of particles will be due to tropopause folding events, so it is

possible that a 12 hour removal criterion is too severe for use in this work. Additionally,

the mixing that changes the properties of a trajectory from stratospheric to tropospheric

occurs on scales much smaller than those resolved in the data used here (e.g. Shapiro),

so it is necessary to make an estimate of the mixing timescale for gridscale data.

Specific humidity was also considered as an additional removal criterion. Trajectories

can be labelled with the specific humidity at their location at each timestep. When

a particle crosses the tropopause the background humidity, and therefore the humid-

ity attributed to the particle, will increase, which allows a critical humidity to be used

to determine whether a particle is in the stratosphere or the troposphere. The specific

humidity of individual particles in the NAFC case study was considered. In every case

tested, the particle was always labelled as tropospheric by the temporal/tropopause crite-

ria before there was an increase in attributed humidity (see Figure 6.11 for an example).

As no further information was gained from the use of the specific humidity attribute, and

there are known issues with ERA humidity fields (e.g. Hagemann et al., 2005), a critical

humidity criterion will not be used to determine when a particle has been permanently

removed from the stratosphere.

Analysis of the results from the NAFC case study presented here, and the conclusion that

a 12 hour removal criterion is likely to be too severe, indicates that particles should be

considered to be permanently removed from the stratosphere after they have remained

below the tropopause for either 24 or 36 hours. The decision between the two crite-

ria will be confirmed based on the results of case studies of e-folding lifetimes (Sec-

tion 6.4.2).
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Figure 6.11: The specific humidity of a randomly selected trajectory, released in the
NAFC in January 2004. The line is black when the trajectory is labelled as stratospheric
using the tropopause removal criteria, and red when it is labelled as tropospheric. The
humidity of the trajectory increases when it crosses the hygropause.

6.4.2 E-folding lifetime estimates

The e-folding lifetime of stratospheric emissions is the length of time taken for the num-

ber of particles initially released into the stratosphere to decrease by a factor of e. e-

folding lifetimes have been calculated for three different case studies: release in the

NAFC stratosphere in January 2004 and June 2004, and release in the stratosphere over

the USA in January 2004.

50-day trajectories have been used to calculate e-folding lifetimes. Following Gettelman

(1998), the e-folding lifetime of particles in the stratosphere may be defined:

lifetime =

(
−1

t
ln
X1

X0

)−1

(6.4.1)

where X0 is the number of particles released directly into the stratosphere, X1 is the

number of particles remaining in the stratosphere after 50 days, and t is the time between
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X0 and X1 (50 days in the case studies).

Ideally, trajectories would have been released on a 1◦×1◦ horizontal gird to match the

resolution of the emissions inventories. Unfortunately, for 50 day long trajectories, this

was not possible due to computer memory restrictions. The memory requirement of a

trajectory job is determined by the number of attributes assigned to each particle (e.g.

pressure, potential temperature, etc.), the length of the trajectories, and the number of

particles released. The minimum number of attributes is fixed at three, so the number of

particles had to be restricted to make it possible for 50 day trajectories to be calculated.

In each of the three case studies, groups of particles were released on a regular 2◦×2◦

grid on constant pressure levels every 10 hPa between 300 hPa and 150 hPa (∼9.2 km

and ∼13.6 km), and at 225 hPa (∼11 km). An e-folding lifetime was then calculated

for each release pressure using a 0, 12, 24, and 36 hour removal criteria. Unless other-

wise stated, trajectories and tropopause height were calculated using ERA-40 or ERA-

Operational data (for post August 2002 calculations).

The calculated e-folding lifetimes for particles released into the NAFC stratosphere in

January 2004 are shown in Figure 6.12. It can be seen in Figure 6.12 that e-folding

lifetime increases rapidly with decreasing release pressure. The sensitivity of the e-

folding lifetimes to the temporal removal criteria also increases with decreasing release

pressure. For particles released at 200 hPa (∼11.8 km) there are only small differences

between the e-folding lifetimes calculated using the 24 and 36 hour removal criteria,

approximately half of the difference between the lifetimes calculated using 12 and 24

hour criteria. As the e-folding lifetimes are relatively insensitive to the choice of a

24 or 36 hour removal criteria, the 24 hour criterion was chosen as this presents less

opportunity for spurious mixing. The 24 hour removal criterion will be used for the

remainder of the thesis.

e-folding lifetimes for particles released into the NAFC stratosphere in January 2004

range from 12 days for those released at 300 hPa (∼9.2 km) to 64 days for those released

at 200 hPa (∼11.8 km) (Figure 6.12). At the median cruise pressure of 225 hPa (∼11

km) the lifetime is 40 days.
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Figure 6.12: The e-folding lifetime of particles released at different pressures in the
NAFC in January 2004, calculated using different removal criteria.

Sets of particles were released from the same initial grid in the NAFC in June 2004. The

calculated e-folding lifetimes are show in Figure 6.13. It can be seen in Figure 6.13 that

the stratospheric lifetime of emissions increases rapidly with decreasing release pressure

in June as it does in January, but that the lifetimes are shorter for a given release pressure.

This demonstrates that the stratospheric lifetime of emissions is dependent on the initial

height above the tropopause at which deposition occurs, rather than the release pressure

alone.

For particles released in the NAFC in June 2004, the stratospheric e-folding lifetimes

range from 11 days for emissions released at 300 hPa (∼9.2 km), to 38 days for those

released at 200 hPa (∼11.8 km) (Figure 6.13). At 225 hPa (∼11 km) the emissions have

an e-folding lifetime of 25 days.

e-folding lifetimes were also calculated for emissions released over the continental United

States in January 2004, between 30◦N, 50◦N, 130◦W, and 70◦W. This region is closer

to the Equator than the NAFC, so it was expected that the e-folding lifetimes would be

shorter due to the higher tropopause . This was found to be the case, with lifetimes rang-
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Figure 6.13: The e-folding lifetime of particles released at different pressures in the
NAFC in January and June 2004, assuming a 24 hour removal criterion.

ing from 11 days at 300 hPa (∼9.2 km) to 40 days at 200 hPa (∼11.8 km) (not shown).

At median cruise altitude the e-folding lifetimes were calculated to be 29 days.

When ERA-Interim data became available the NAFC case studies were repeated using

trajectories and tropopause heights calculated from ERA-Interim. It was found that e-

folding lifetimes were longer than those calculated using ERA-Operational data (see

Figure 6.14), with a lifetime of 54 days for particles released at 225 hPa in January

2004, compared to 40 days using ERA-Operational. This result was expected following

Liu (2009), who found that there are problems with over-dispersion in vertical transport

calculated using the kinematic version of the UGAMP trajectory model and ERA-40

(Figure 6.15).

Liu (2009) used the UGAMP trajectory model in the form in which it was used in this

work, alongside a modified version that produces ‘diabatic trajectories’. In the UGAMP

model, vertical velocities are derived from the continuity equation, and horizontal trans-

port is along pressure-based surfaces. Liu modified the model so that particles were

transported along potential temperature surfaces. Vertical velocity was calculated di-
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Figure 6.14: The e-folding lifetime of emissions released in the NAFC in January 2004,
calculated using ERA-Operational and ERA-Interim trajectories, with the assumption
of a 24 hour removal criterion.

rectly from the diabatic heating rates provided in ERA. If the heating rate is zero then

the trajectories move under adiabatic conditions. Liu notes that as large-scale motion in

sizeable parts of the atmosphere is approximately adiabatic, diabatic trajectories better

represent the physics compared to kinematic trajectories (Liu, 2009). Liu compared tra-

jectories calculated from ERA-40 and ERA-Interim using the original kinematic method

and her diabatic method and found that the problem of over-dispersion was particularly

acute when ERA-40 data was used with the kinematic method of calculating trajecto-

ries (Figure 6.15). Trajectories calculated from ERA-Interim using the two methods,

and from ERA-40 using the diabatic method gave similar results, although there is still

a small amount of over-dispersion in the kinematic trajectories calculated using ERA-

Interim. In light of Liu’s results, and the large differences between ERA-Interim and

ERA-Operational e-folding lifetimes, all high-resolution accumulation calculations in

Chapter 7 will be made using ERA-Interim.

There is a wide range of e-folding lifetime estimates for stratospheric water vapour

emissions presented in previous literature, which are summarised in Table 6.1. The
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Vertical dispersion

t = 14 days for trajectories initialised January 2001

Potential temperature variance
used as a measure of vertical
dispersion:⟨δθ(t)⟩ = ⟨[θ(t) − ⟨θ(t)⟩]⟩⟨⟩ - ensemble mean

Largest di!erence occur in
the tropics and for ERA-40
kinematic scenario (a)

Department of Applied Mathematics and Theoretical Physics

Figure 6.15: Vertical dispersion from trajectories calculated using ERA-40 (top) and
ERA-Interim (bottom), using the kinematic (left) and diabatic (right) version of the
UGAMP trajectory model. Potential temperature variance is used as a measure of verti-
cal dispersion: 〈δθ(t)2〉 = 〈[θ(t)− 〈θ(t)〉]2〉 where θ is potential temperature, t is time,
and 〈〉 denotes the ensemble mean.
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lifetimes calculated here from ERA-Operational trajectories are roughly double the esti-

mate from Grewe and Stenke (2008), approximately three times larger than the estimate

from Schoeberl et al. (1998), and are comparable with the range of lifetimes presented

by Gettelman (1998). The longer ERA-Interim lifetimes are roughly three times larger

than the estimate from Grewe and Stenke (2008) and approximately four times larger

than the estimate from Schoeberl et al. (1998). At 11 km they are still comparable with

the range of lifetimes from Gettelman (1998), but at higher cruise altitudes, they exceed

the upper limit of this range (see Table 6.1).

It has been shown in this Chapter that there are several factors that influence the e-

folding lifetime of stratospheric emissions. They go some way towards explaining the

large range of estimates in previous work, whilst also making it impossible to perform

direct comparisons between the results. The e-folding lifetime of emissions is sensitive

to their initial height above the tropopause. Therefore, it is sensitive to the definition

of the tropopause, and the emissions inventory used, as both can change the relative

positions of the tropopause and the emissions. It is also sensitive to the release region in

consideration, due to the regional variations in tropopause height. e-folding lifetimes are

also sensitive to the meteorological data set used in the calculation. This sensitivity is

demonstrated by the comparison between ERA-Operational and ERA-Interim lifetimes

(Figure 6.14).

6.4.3 The validity of e-folding lifetimes

e-folding lifetimes are ubiquitous in the literature (e.g. Gettelman, 1998, Schoeberl et

al., 1998, IPCC, 1999, Grewe and Stenke, 2008), and they provide a useful point of

comparison with this work. However, analysis of the trajectories used to calculate the

e-folding lifetimes in Section 6.4.2 produced results that suggested that the use of e-

folding lifetimes is often not appropriate.

When an e-folding lifetime is calculated for stratospheric particles it is assumed that the

number of particles in the stratosphere decreases exponentially with time. During anal-
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ysis of the 50-day trajectories used to calculated e-folding lifetimes, it was found that

stratospheric particle numbers did not decay exponentially when the particles were re-

leased far above the tropopause. A comparison between the number of particles remain-

ing in the stratosphere for sets of particles released far above the extratropical tropopause

at 225 hPa (∼11 km), and close to the tropopause at 300 hPa (∼9.2 km), is shown in

Figure 6.16. The number of particles remaining in the stratosphere decreases exponen-

tially with time for particles released at 300 hPa, but for particles released at 225 hPa the

decrease is almost linear with time.

When the physical processes behind the vertical transport of emissions in the strato-

sphere, and their removal across the tropopause, are considered, it is not surprising to

find a combination of linear and exponential decay of particle numbers. When particles

are released far above the tropopause, their rate of descent is determined by diabatic

heating as they have to cross isentropic surfaces. When they are released closer to the

tropopause they can be removed from the stratosphere along isentropic surfaces, or via

mixing events like tropopause folding. Particles are then removed almost at random,

resulting in an exponential decrease in numbers.

When the decay in stratospheric particle numbers for particles released very far above

the tropopause in the NAFC, at 150 hPa, was considered it was found that there was

very little decrease in the number of particles in the stratosphere for the first few days

after their release. This is because all of the particles released were so far above the

tropopause that none of them could easily be removed. After a few days the decrease

in stratospheric particle numbers eventually became linear. It was expected that this de-

crease would eventually become exponential with time as the particles’ average distance

above the tropopause became smaller.

Schoeberl et al. (1998) also found that the decrease in particle numbers is not always ex-

ponential. However, they only identified deviations from exponential decay at altitudes

above the cruise altitudes of most subsonic aircraft. Schoeberl et al. (1998) examined the

decay in stratospheric particle numbers for releases at 19, 16, 14, 13, and 11 km using

a Lagrangian diabatic trajectory model. They found that stratospheric particle numbers



Chapter 6: Stratospheric deposition and lifetime of aviation water vapour emissions160

Figure 6.16: The percentage of particles in the stratosphere with time after their release
at 225 hPa (top) and 300 hPa (bottom) in the NAFC in January 2004, calculated from
ERA-Operational trajectories.
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Figure 1. (top left) Total number of parcels verses year. The dotted line shows the fit to the line slope (over 
the region covered by the dotted line) with the timescale indicated. (top right) Parcel count in northern 
extratropics (30øN to the pole) and the corresponding fit. (bottom left) Tropical parcel count (30øS to 30øN). 
(bottom right) Southern extratropical parcel count (30øS to the pole). 

shorter, and the population drop is larger because the parcels 
are released closer to the middle world. The •4C experiment 
also gives similar results, except that the decay time is 1.3 years 

because the higher altitude of the release gives the parcels 

more time to disperse globally, which appears to slightly in- 
crease the lifetime. The increase in tracer lifetime with release 

altitude was also noted by Mahlman and Moxim [1978]. 

In all but the Ell experiment, some parcels are released into 

the overworld, and thus parcels can mix to the tropics to be 

lofted. The Ell release takes place entirely in the middle 
world. For the Ell case the removal level is lowered to 350 

hPa, which is just below the tropopause. All of the exhaust is 
removed within 2 months; the computed lifetime is about 0.5 

months. The Ell experiment was also performed for NH sum- 
mer with similar lifetime results. 

It is interesting to look at the lifetime of parcels in different 

latitude regions as shown in Figure 1. We have divided the 

domain into northern hemisphere (30øN to 90øN), southern 

hemisphere (30øS to 90øS) and tropics (30øS to 30øN). The 
definition of the tropical boundary is somewhat arbitrary; the 

results are generally the same if the boundary is chosen to be 

20 ø. In the NH the lifetime is shorter (about 0.8 years), while 

the lifetimes in the tropics and the SH are longer. Note that it 

takes about 1 year for the SH to fill with parcels and then begin 

to decay. 

Figure 2 shows the flux and tendency of parcels for the 

tropical (equatorward of 30 ø) and extratropical and regions for 
the El9 case. In the NH the dominant loss is to the tropo- 

sphere (negative tropospheric source). There is also an initial 
NH extratropical gain from the tropics, since some of the 

parcels are initialized equatorward of 30øN. After about 0.2 
years, however, NH parcels are moving into the tropics on 
average. For the SH the tropics is a source of parcels, which 
after some transience is balanced by the tropospheric sink. 

The tropical fluxes are complicated. Initially, some tropical 

parcels move to the NH, generating a negative net tendency. 
This flux reverses after 0.2 years, and parcels flow from the NH 

to the tropics and are lost. This should not be interpreted as 

descent out to the equatorial tropical stratosphere; rather it is 

removal of formerly midlatitude stratospheric parcels which 

have moved along isentropes into the tropical upper tropo- 
sphere. Note that the jump in tropical tropospheric parcel loss 
exactly corresponds to the El9 delta shown in Figure 1. There 

is no evidence of downward vertical transport in the equatorial 

tropical stratosphere as was reported by Weaver et al. [1996]. 
Their result implies that there must be sufficient vertical dif- 
fusion to overwhelm the upward advection. Recent experi- 

ments with the chemical transport model used by Weaver et al. 

suggest that the assimilation kinematic vertical velocities may 

generate excessive diffusion (S. Strahan, personal communica- 

tion, 1997). 

We have run a comparison of the equivalent El9 experiment 

with the GSFC 2-D model [e.g., Jackman et al., 1996] as shown 

in Plate 2. A similar 2-D/3-D model comparison was per- 

formed by Weaver et al. [1996] and Rasch et al. [1994] for 

shorter periods. None of the 2-D models used in these studies 
nor the one used here have circulations identical to the 3-D 

calculation, so only the broadest conclusions can be derived 

from the intercomparisons. 

Since the density of the parcel distribution corresponds to a 

constituent number density, we can convert the distribution of 

air parcels to mixing ratio assuming that the number of parcels 
within an averaging volume is statistically significant. The El9 

mixing ratio is computed by counting parcels within a 2 km by 
10 ø latitude grid, dividing by the atmospheric number density, 

and normalizing to the 2-D model initial mixing ratio. The 
resolution of the 2-D model is also 2 km by 10 ø latitude with 

the model points offset from the parcel averaging grid by 5 ø . 

Figure 6.17: Total number of stratospheric particles versus year for a release at 19 km
between 30◦N and the pole, from Schoeberl et al. (1998). The dotted line indicates the
fit to the line slope, which corresponds to the timescale ‘t’.

decreased exponentially for their 11 km release, and that the stratospheric lifetime of

these emissions was short as they were rapidly flushed from middleworld. For releases

at other altitudes they identified three clear time regimes: a short period with no change,

a rapid drop in parcel count (almost like a delta function), and a slow exponential decay

of the remaining parcels (see Figure 6.17, note log scale).

The decay in stratospheric particle numbers was examined here using trajectories cal-

culated from ERA-Operational and ERA-Interim, in order to examine the sensitivity

of e-folding lifetimes to the reanalysis used to calculate the trajectories. The results

from the two data sets were qualitatively similar: a linear decrease in particle numbers

for releases far above the tropopause, and exponential decrease in particle numbers for

particles released close to the tropopause, and no decrease in numbers, followed by a

linear decrease for particles released very far above the tropopause (Figure 6.16). As

can be seen in Figure 6.18, there are slight differences in the rates of decrease in particle

numbers when the two different reanalyses are used. The rate of decrease is slower in

ERA-Interim, which is consistent with the longer lifetimes and reduced vertical disper-

sion found by Liu (2009) using ERA-Interim and ERA-40 and the UGAMP model.

In light of the results described above, e-folding lifetimes must be used with caution.

The assumption that the decay in particle numbers is exponential for releases at all pres-
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Figure 6.18: The percentage of particles in the stratosphere with time after their re-
lease at 225 hPa in the NAFC in January 2004, calculated using ERA-Operational (left)
and ERA-Interim (right) trajectories. The decrease in numbers is faster when ERA-
Operational data is used.

sures, when it may in fact be linear, means that an e-folding lifetime is likely to be an

underestimate of the true stratospheric lifetime of emissions. This will not have a neg-

ative impact on work reported in later chapters of this thesis as the calculations of the

stratospheric accumulations will be calculated directly from trajectories, without any

assumptions about lifetimes.
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6.5 Summary

The direct deposition of emissions into the stratosphere has been shown to be sensitive

to tropopause definition, emissions inventory, and inventory vertical resolution. There is

inter-annual variability in the mass of NAFC emissions deposited into the stratosphere

directly, but there is not a strong correlation with the NAO index. Stratospheric depo-

sition was not found to be particularly sensitive to the meteorological data set used to

calculate tropopause position.

For the February 2004 case study, 61% of monthly total AEDT and QUANTIFY emis-

sions, and 52% of AERO2k emissions enter the stratosphere directly. When 6 hourly

AEDT emissions data is used, there can be in excess of 90% of column total NAFC

emissions deposited directly into the stratosphere in individual 6 hour periods.

Using the 2006 tropopause and AEDT data, a seasonal cycle in direct deposition was

identified with a maximum of 64% of column total NAFC emissions entering the strato-

sphere directly in March. Direct deposition has a minimum of 38% in June. For global

column total emissions this is reduced to a maximum of 31% in March, and a mini-

mum of 16% in August. Monthly mean percentages were found to be anti-correlated

with monthly mean NAFC tropopause height, with r2=0.88 for NAFC emissions and the

NAFC tropopause, r2=0.94 for global emissions and the NAFC tropopause, and r2=0.56

for global emissions and the global tropopause.

The UGAMP trajectory model has been used to find the motion of emissions after their

release into the stratosphere. It is a fully Lagrangian trajectory model, driven using

ECMWF spectral wind records. Only stratospheric emissions were considered in life-

time and accumulation calculations, as only stratospheric emissions have the potential

to be significant compared to the natural background humidity. Hence, it was necessary

to determine when trajectories left the stratosphere. 50 day long trajectories were used

to identify a suitable temporal removal criterion. Particles were labelled as having lost

their stratospheric properties after spending 24 consecutive hours below the tropopause.

This criterion takes account of the typical length of time that particles spend on tempo-
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rary excursions into the troposphere, and also represents a good approximation to typical

mixing timescales.

e-folding lifetimes were calculated for emissions released into the NAFC stratosphere

in January and June 2004, and into the USA stratosphere in January 2004, using 50

day trajectories calculated from ERA-Operational data. For particles released at the

median cruise pressure of 225 hPa (∼11 km) e-folding lifetimes are 40 days (January

NAFC), 25 days (June NAFC), and 29 days (January USA). These values demonstrate

the sensitivity of stratospheric e-folding lifetimes to the distance of the release pressures

above the tropopause.

e-folding lifetimes were also calculated using ERA-Interim for emissions released into

the NAFC stratosphere in January 2004. Particles released at 225 hPa (∼ 11 km) had

an e-folding lifetime of 54 days. For releases at all pressure, lifetimes calculated from

ERA-Interim trajectories were longer than those calculated using ERA-40 and ERA-

Operational data. This is consistent with the excessive vertical dispersion found by Liu

(2009) in trajectories calculated using ERA-40 and the UGAMP trajectory model.

Analysis of the trajectories calculated from all ERA data sets has demonstrated that the

assumption of e-folding lifetimes is not appropriate for emissions released far above the

tropopause. Exponential decay in stratospheric particle numbers can be seen in releases

just above the tropopause, but the decay becomes steadily more linear with increased

initial altitude above the tropopause.
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High resolution accumulation

calculations

The accumulated mass of water vapour emissions in the stratosphere can be calculated

directly from trajectories, without the need for assumptions about lifetimes, if each tra-

jectory is assigned a mass of water vapour from an emissions inventory. If trajectories

are released on a regular grid, covering at least one hemisphere, then any mass can be

passed on to a new trajectory whenever the trajectory to which it is assigned ends (see

Figure 7.1). This method means that mass is never lost when a trajectory ends. Hence,

if sets of trajectories are calculated for long enough periods of time the total mass of

water vapour in the stratosphere will reach equilibrium, from which a perturbation to

the natural background can be calculated.

The memory requirement of a trajectory job is determined by the length of the trajecto-

ries, the number of trajectories and the number of attributes that are assigned to them.

Ideally, trajectories should be released on the same grid as the AEDT inventory, so that

the benefits of using a high resolution inventory are not lost. It was assumed, and later

tested, that there would be little transport of emissions across the equator, so trajectories

were only calculated for the Northern Hemisphere to allow the release of trajectories on

a higher resolution grid. For trajectories to be calculated from the AEDT release grid

165
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Emissions deposited by 
trajectory

Deposited emissions + 
inventory emissions

Emissions from inventory

(a) (b)

(c) (d)

Figure 7.1: Operation of the accumulation code.
(a): Emissions from an emissions inventory are input into the model
(b): Emissions move along trajectories calculated from ERA winds
(c): When a trajectory ends, the emissions assigned to it are deposited into the local
grid cell
(d): A new trajectory is then initialised in that grid cell, and assigned the deposited
mass in addition to mass from the inventory. This mass is then advected along the new
trajectory
Emissions are input, trajectories are initialised, and accumulation is calculated every 6
hours
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for the whole Northern Hemisphere, trajectories could only have a maximum length of

2 days before the memory requirement of the calculations became too large.

2-day long trajectories were released on a 1◦×1◦×152 m×6 hr grid, covering the whole

Northern Hemisphere. Trajectories were released on pressure levels corresponding to the

AEDT pressure-height levels, which are based on the assumption of the ICAO standard

atmosphere. Releases were made approximately every 4 hPa (152 m) between 466 hPa

and 151 hPa. 151 hPa corresponds to a pressure-altitude of 13.562 km, just above the

AEDT cap at 13.5 km, above which emissions are assumed to be erroneous (Chapter

2). 466 hPa corresponds to the altitude of the climatological minimum tropopause in

December to March (6.1 km), when most of the trajectory analysis will be performed

and the minimum climatological tropopause occurs. As the climatological minimum

tropopause occurs in March, this lower bound is also applicable to other months.

Once calculated, the 2-day trajectories were passed into an accumulation routine, which

assigned a mass of water vapour from the AEDT emissions inventory to each trajectory,

passed mass from finishing trajectories to new trajectories, removed any tropospheric

mass using the blended tropopause and the 24 hour removal criterion, and found the

accumulated mass at each point (Figure 7.1). The operation, development and testing of

the accumulation code is described briefly in the following section.

7.1 The accumulation code

Groups of trajectories were released every 6 hours on a 1◦×1◦ grid on pressure levels

corresponding to each of the AEDT pressure-height levels between 466 hPa and 151 hPa

(a spacing of∼4 hPa). The choice of the lowest altitude (highest pressure) to be used for

trajectory releases was vital to the accurate calculation of the accumulated emissions:

too high in altitude and not all the trajectories will reach the tropopause, too low in

altitude and computationally expensive calculations will be performed unnecessarily.

Trajectories are released between 466 hPa and 151 hPa at all latitudes, regardless of
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whether their release occurs in the stratosphere or the troposphere. The blended tropopause

removal criterion is also applied to all trajectories. This means that although mass can

be input directly into the troposphere, it will be removed within 24 hours. However, this

can result in a small amount of tropospheric accumulation along the main flight corri-

dors, where up to 24 hours of input emissions may be present. It is necessary to allow

this to occur, as these trajectories may also be receiving emissions that have recently

been transported from the stratosphere.

The majority of water vapour emissions occur at pressure-altitudes above 9 km (pres-

sures less than 308 hPa). However, this is far above the climatological minimum altitude

of the tropopause, particularly in the Arctic region. If 9 km was chosen to be the lower

bound for trajectory calculations there would be a significant mass of water vapour lost

from the calculations without crossing the tropopause as trajectories would end in the

stratosphere, but above 9 km. The sensitivity of the accumulated mass to the lower

bound altitude for trajectory releases, and the mass loss out of the top of the grid and

across the equator, was tested by assigning a unit mass to each trajectory.

The accumulation routine was run for January 2004 trajectories with a lower bound

altitude of 6.1 km (466 hPa), which is the minimum altitude of the monthly mean

tropopause in DJFM, to ensure that it was mass conserving. It was found that 5%

of input mass was lost without crossing the tropopause. The tropopause at individual

grid points can be several kilometres below the minimum height of the monthly-mean

tropopause. However, the required computer time to release trajectories at enough pres-

sure levels to capture all very low tropopause occurrences would be prohibitive. In all

of the cases examined, mass lost in this way was below the level of the tropopause at

nearby grid points. Additionally, the trajectory to which it was assigned was travelling

downwards, suggesting that it would have quickly been removed across the tropopause

had it not been lost out of the bottom of the accumulation grid.

In unit mass tests of the accumulation routine it was found that 9.2% of input mass was

lost out of the top of the model. This is reduced to 3.8% when actual emissions are used,

as only a relatively small mass of emissions enter the atmosphere at the top end of the
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AEDT altitude range. It was found that this value was not notably reduced by including

an additional 10 release levels above the AEDT cap.

An additional 2.5% of input mass in unit mass test was lost when it was advected across

the equator. In some cases using actual emissions, no emissions cross the equator: there

are relatively few emissions released in the tropics, and when emissions are released

here they are deposited in the troposphere.

When trajectories remained within the boundaries of the release grid, mass was con-

served. The small losses across the boundaries of the accumulation grid combine to give

up to a 10% loss of input mass at cruise altitudes. However, as the mass lost downwards

was generally close to being removed across the tropopause it is unlikely to cause too

much of an underestimate in the calculated perturbation. Thus, the underestimate in ac-

cumulation due to emissions being lost across the boundaries of the accumulation grid

is likely to be closer to 5%. A further 5% underestimate in global accumulation arises

as the result of neglecting SH emissions.

7.2 Perturbation concentrations

Two-day long trajectories were released from a 1◦×1◦×152 m×6 hr grid for the whole

NH between pressures of 466 hPa (6.1 km) and 151 hPa (13.6 km). These trajecto-

ries were then combined with 6 hourly emissions from AEDT 2006 to calculate the

accumulation of emissions in the stratosphere. Several case studies are considered, and

compared to the perturbations found in DJFM 2003/2004.

The effect of flight routing on emissions accumulation is investigated through the com-

parison of perturbations calculated using the AEDT, QUANTIFY and AERO2k inven-

tories. The sensitivity of the perturbation to the reanalysis data used in the trajectory

calculations is investigated through the comparison of perturbations calculated from tra-

jectories calculated using ERA-Operational data, and ERA-Interim data at full resolution

and ERA-40 resolution.
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The impact of different meteorological conditions on the size and structure of the per-

turbation is investigated through the comparison of perturbations for DJFM 2003/2004,

DJFM 1994/1995, DJFM 1995/1996, and DJFM 1997/1998, representing different phases

of the NAO and ENSO. A comparison between summer and winter perturbations is made

using calculations for June to September (JJAS) 2006. The annual cycle in accumulated

emissions is also discussed for the year 2006.

Typically, it takes 2 to 3 weeks for the accumulated mass in the stratosphere to reach

equilibrium. Hence, true monthly-mean perturbations are not presented for the first

month of each period considered. However, this month has an influence on the pertur-

bation in the following month.

7.2.1 DJFM 2003/2004 perturbations

Zonal-mean monthly-mean perturbations for January to March 2004 are shown in Fig-

ure 7.2. The maximum zonal-mean monthly-mean perturbations are 60, 64, and 70 ppbv

respectively, occurring at 46, 51, and 53◦N. In all months, the maximum perturbation is

found at an altitude of just less than 11 km, which corresponds to the altitude of maxi-

mum emissions. It can be seen in Figure 7.2 that although only stratospheric emissions

are considered, the zonal-mean perturbation extends below the zonal-mean tropopause.

This can be attributed to the use of the 24 hour removal criteria, which means that emis-

sions can be found below the tropopause for up to 24 hours after they cross it, and the

6 hourly addition of emissions, which means that up to 24 hours of emissions that are

input into the troposphere directly will remain there. There is also an apparent extension

of the perturbation below the tropopause in the zonal-mean as a result of averaging.

There is some variation in the structure of the perturbation across the three months. This

is particularly apparent in February, when the perturbation follows a dip in the zonal-

mean tropopause near 75◦N (Figure 7.2). The magnitude of the perturbation increases

from January to March, although the perturbation is smaller near to the pole in February.

These changes are due primarily to changes in the meteorology. There is little differ-
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Figure 7.2: Zonal-mean monthly-mean perturbations (ppbv) for January (top), Febru-
ary (middle), and March (bottom) 2004. The position of the zonal-mean monthly-mean
blended tropopause is indicated by the position of the black line. Input emissions are
from AEDT 2006.
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ence in the structure of the emissions in these months, and the minimum in global-total

emissions that occurs in February is not reflected in the perturbation. The zonal-mean

monthly-mean perturbation is actually smaller in January compared to other months.

In January there is descent1 between 30 and 45◦N, in the region of large input emissions

(Figure 7.3). This will result in many of these emissions quickly being removed from the

stratosphere. In contrast to this, there is only very weak descent, or strong ascent, in this

region in February and March, allowing more of these input emissions to be transported

to higher altitudes and latitudes.

There is a region of ascent between 45 and 75◦N in January, with downwards velocities

over the Arctic (Figure 7.3). In February, this region of ascent extends from 35 to 75◦N,

and has a larger magnitude, resulting in the larger perturbation. However, the descent

in the Arctic is comparable, and it appears that emissions are more effectively removed

from the February Arctic stratosphere compared to January.

The largest perturbation occurs in March. This is the month with the strongest ascent

in the extratropics, with upwards velocities extending from 35 to 70◦N in the zonal-

mean (Figure 7.3). There is also ascent in the Arctic in this month, resulting in the large

perturbations here.

The zonal-mean and column total monthly-mean accumulated water vapour in January

2004 is shown in Figure 7.4. The monthly-mean accumulated mass for each month is

given in Table 7.1. It can be seen in Figure 7.4 that the distribution of accumulated mass

is very similar to the distribution of the perturbation for January 2004, with a maximum

zonal-mean of 19×106 kg near 40◦N. Column-total accumulated mass has a maximum

in the North Pacific jet entrance region over Japan. This is also the case for February and

March, although the maxima are slightly larger in those months compared to January.

1In this Chapter, ‘descent’ refers to positive zonal-mean monthly-mean vertical velocities [Pa s−1].
Similarly, ‘ascent’ refers to a negative zonal-mean monthly-mean vertical velocities.
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Figure 7.3: Zonal-mean monthly-mean vertical velocities (Pa s−1 for January (top),
February (middle), and March (bottom) 2004. The position of the zonal-mean monthly-
mean blended tropopause is indicated by the position of the black line.
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Figure 7.4: Top: Zonal-mean monthly-mean accumulated mass of water vapour for
January 2004. The position of the zonal-mean monthly-mean blended tropopause is
indicated by the position of the black line.
Bottom: Column-total monthly-mean accumulated mass of water vapour for January
2004.
Input emissions are from AEDT 2006 in both cases.
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Jan Feb Mar
DJFM 2003/2004 60, 46, 5.49 64, 51, 5.72 70, 53, 5.37
DJFM 1994/1995 60, 47, 5.67 63, 60, 5.98 70, 51, 6.05
DJFM 1995/1996 66, 51, 5.53 65, 88, 6.04 75, 48, 5.96
DJFM 1997/1998 66, 47, 5.56 66, 89, 5.67 71, 89, 5.74

Table 7.1: Maximum zonal-mean monthly-mean perturbation (ppbv), the latitude at
which it occurs (◦N), and the monthly-mean mass accumulated in the stratosphere
(Tg), for the four winters considered.

7.2.2 Sensitivity to emissions inventory

In addition to the perturbations calculated using the AEDT inventory, calculations were

performed for DJFM 2003/2004 using the QUANTIFY and AERO2k inventories. As

discussed in Chapter 2, the three inventories have very different emission distributions,

particularly in the vertical. In Chapter 6 it was shown that these differences have an

influence on the mass of the emissions that enter the stratosphere directly. These differ-

ences have also been found to have a large impact on the mass of accumulated emissions

in the stratosphere.

The difference between the perturbations calculated using the AEDT inventory (Fig-

ure 7.2) and the QUANTIFY inventory is shown in Figure 7.5. It can be seen in Fig-

ure 7.5 that the perturbation from QUANTIFY emissions is smaller than that from AEDT

emissions. The pattern of the difference follows the pattern of the perturbation. There

is a maximum difference of up to one third of the maximum zonal-mean monthly-mean

AEDT perturbation in this region.

Emissions are more evenly distributed with height in the AERO2k inventory, compared

to in AEDT and QUANTIFY, and a much smaller mass of emissions is emitted at cruise

altitude. This can clearly been seen in the difference between the perturbations calcu-

lated from AEDT and AERO2k emissions (Figure 7.6). The AERO2k perturbation is

uniformly smaller than the AEDT perturbation, with a maximum difference of up to

half of the maximum zonal-mean monthly-mean AEDT perturbation.
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Figure 7.5: Difference between zonal-mean monthly-mean perturbations (ppbv) cal-
culated using AEDT and QUANTIFY emissions for January (top), February (middle),
and March (bottom) 2004 trajectories. The position of the zonal-mean monthly-mean
tropopause is indicated by the position of the black line.
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Figure 7.6: Difference between zonal-mean monthly-mean perturbations (ppbv) cal-
culated using AEDT and AERO2k emissions for January (top), February (middle),
and March (bottom) 2004 trajectories. The position of the zonal-mean monthly-mean
tropopause is indicated by the position of the black line.
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7.2.3 Sensitivity to reanalysis data

Two-day trajectories were calculated using ERA-Interim data, ERA-Operational data,

and ERA-Interim data at ERA-40 resolution, for DJFM 2003/2004. As only the NH

is being considered, it is expected that there will be reasonable agreement between the

three results due to the high density of observations used in the reanalyses. However, Liu

(2009) identified that excessive vertical dispersion occurs when the UGAMP trajectory

model is used with ERA-40 data. It was shown in Chapter 6 that this results in shorter

e-folding lifetimes compared to ERA-Interim calculations. Therefore, it is expected

that the perturbations calculated using ERA-Operational trajectories will be smaller than

those calculated with ERA-Interim trajectories.

Comparison of the zonal-mean monthly-mean perturbations from the two sets of ERA-

Interim calculations reveals no significant differences. Differences in the zonal-mean

perturbations never exceed 5 ppbv, which is an order of magnitude smaller than the

maximum zonal-mean perturbation. Additionally, there is no coherent pattern in the

difference field.

There are small differences between the perturbations calculated using ERA-Interim

and ERA-Operational data. The use of ERA-Operational data results in a slightly larger

perturbation at high altitudes in the high latitudes, and a slightly smaller perturbation

at lower altitudes, compared to perturbations calculated using ERA-Interim trajectories.

However, these differences are an order of magnitude smaller than the perturbations

themselves in February 2004. In the other months they are smaller still.

7.2.4 Sensitivity to inter-annual variability in meteorology

Perturbations have been calculated for DJFM 1994/1995, DJFM 1995/1996, and DJFM

1997/1998, and compared to those calculated for DJFM 2003/2004. DJFM 2003/2004

is a winter with a very slightly negative NAO index (-0.07), while DJFM 1994/1995

has a strongly positive NAO index (3.96), and DJFM 1995/1996 has a strongly negative
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NAO index (-3.78). A large El Niño occurred in DJFM 1997/1998. The NAO index had

a value of 0.72 in this year.

Although the stratospheric circulation in the NH is influenced by several factors, whose

interaction may not always be simple, it is expected that the influence of the NAO on

the perturbations might be identifiable. 20% of monthly total global AEDT emissions

occur at altitudes above 6.1 km over the North Atlantic and Europe, and it was shown in

Chapter 6 that global stratospheric deposition is strongly correlated with NAFC deposi-

tion. Although there was no correlation between NAFC deposition and the NAO index,

there was a strong correlation between NAFC deposition and average NAFC tropopause

height. It is also possible that the changes in wind field in the North Atlantic region, and

over the pole, with the NAO might have an influence on the global perturbation through

their influence on the trajectories immediately following deposition.

7.2.4.1 DJFM 1994/1995: Strongly positive NAO index

The differences between the perturbations calculated using DJFM 1994/1995 meteorol-

ogy and AEDT 2006 emissions, and those calculated using DJFM 2003/2004 meteorol-

ogy, are shown in Figure 7.7. The differences between the perturbations resulting from

DJFM 2003/2004 and DJFM 1994/1995 meteorology are largest at high latitudes, par-

ticularly in January and February. In all months, the difference at high latitudes has a

dipole structure. Perturbations from 2004 meteorology are smaller at high altitudes and

larger close to the tropopause compared to 1995 meteorology. There is also a smaller

difference near 35◦N, again in each month shown, where the 1995 perturbation is larger

than that from 2004 meteorology.

The zonal-mean monthly-mean tropopause in January, February, and March 1995 is

higher at high latitudes than the 2004 tropopause (dashed line compared to solid line in

Figure 7.7). This means that emissions start to be removed into the troposphere at higher

altitudes compared to 2004, resulting in a smaller perturbation near the tropopause. Sim-

ilarly, tropopause position is likely to be the cause of the negative difference near 35◦N.
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Figure 7.7: Difference in January to March zonal-mean monthly-mean perturbations
calculated DJFM 2003/2004 and DJFM 1994/1995 meteorology. The solid line indi-
cates the position of the 2004 monthly-mean tropopause, the dashed line indicates the
position of the 1995 tropopause. Input emissions are from AEDT 2006.
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The zonal-mean tropopause here is lower in 1995 compared to 2004, so the perturbation

extends to lower altitudes.

The large negative difference at high latitudes in Figure 7.7 is primarily due to dif-

ferences in the atmospheric circulation, rather than differences in the position of the

tropopause, between the two years. In January and February 1995 there are stronger

zonal-mean zonal winds at high latitudes, compared to 2004, and descent near the pole.

These differences probably caused greater transport of emissions to high latitudes, and,

for both transported emissions and locally input emissions, longer residence times and

accumulation in the Arctic stratosphere, in January and February 1995 compared to

2004.

In March, the differences between the perturbations at high latitudes from 1995 and 2004

meteorology are smaller compared to those in January and February, although they have

a similar dipole structure at high latitudes. The positive difference is smaller in March

as the 1995 and 2004 zonal mean tropopauses are closer than in the other months. There

is strong ascent between 60◦N and 80◦N in 1995, compared to weak descent in 2004,

which will act to loft the emissions higher in 1995, giving them longer stratospheric

lifetimes. However, there is also strong descent over the pole in 1995, compared to

weak ascent in 2004. This means that more emissions are likely to be transported to

the polar stratosphere, but that they will descend faster there than in 2004, resulting in a

smaller difference than in January and February. The effect of the strong ascent in the

extratropics in 1995 is reflected in the larger negative difference in the extratropics in

March, compared to January and February.

Peak zonal-mean perturbations of 60, 63, and 70 ppbv occur in January to March re-

spectively. The accumulated mass is also largest in March, with monthly-mean accumu-

lations of 5.67, 5.98, and 6.05 Tg occurring in January to March (Table 7.1).



Chapter 7: High resolution accumulation calculations 182

7.2.4.2 DJFM 1995/1996: Strongly negative NAO index

The differences between the perturbations calculated using DJFM 1995/1996 meteorol-

ogy and AEDT 2006 emissions, and those calculated using DJFM 2003/2004 meteorol-

ogy, are shown in Figure 7.8. As in the DJFM 1994/1995 example, the largest differ-

ences between the perturbations from 1996 and 2004 meteorology are at high latitudes.

Again, the differences have a dipole structure here, with the 1996 perturbation being

larger than the 2004 perturbation at high altitudes, and smaller near the tropopause.

The differences in the January and February perturbations resulting from the use of 1995

and 1996 meteorology compared to those from the DJFM 2003/2004 base case have a

similar structure. The two years also have a somewhat similar zonal-mean background

circulation. The causes of the structure of the difference between the perturbations from

the two years relative to the DJFM 2003/2004 case are similar, but there are variations

in the 1995 and 1996 meteorology that result in differences in the magnitudes. There-

fore, the January and February 1996 perturbations are discussed relative to those from

January and February 1995 meteorology. The larger magnitudes of the negative polar

anomaly seen in Figure 7.8 compared to Figure 7.7 appear to be due to larger strato-

spheric deposition in January, and larger regions of ascent in February. In January 1996

there is a lower tropopause over most of the North Atlantic, with comparable tropopause

heights over North America, which will result in more direct deposition into the strato-

sphere. There is also ascent near the pole in 1996, compared to descent in 1995, leading

to longer removal times and a larger perturbation.

In February the region of ascent has greater latitudinal extent in 1996 compared to 1995,

and comparable magnitudes. In February 1995, there is ascent from 50◦N to 70◦N.

However, in February 1996, the region of ascent extends from near 50◦N to the pole,

with the exception of a region of weak descent just above the tropopause from 75–85◦N.

In March there are negative differences between the perturbations from 2004 and 1996

meteorology just above the tropopause in the subtropics and at the pole, and a positive

difference in the extratropics (Figure 7.8). This reflects the structure of the zonal-mean
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Figure 7.8: Difference in January to March zonal-mean monthly-mean perturbations
calculated DJFM 2003/2004 and DJFM 1995/1996 meteorology. The solid line indi-
cates the position of the 2004 monthly mean tropopause, the dashed line indicates the
position of the 1996 tropopause. Input emissions are from AEDT 2006.
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tropopauses, with negative differences where the 1996 zonal-mean tropopause is lower

than its 2004 equivalent, resulting in more accumulation at lower altitudes, and vice

versa. The negative difference between the two perturbations at altitude is the result of

greater stratospheric deposition, and stronger ascent between 60◦N and 80◦N, in 1996.

In March 1996 there is a lower tropopause over the North Atlantic, Europe, and North

America compared to 2004, resulting in more emissions entering the stratosphere di-

rectly. Greater ascent lofts these emissions to higher altitudes compared to 2004. There

is still a negative difference between the 2004 and 1996 perturbation near the pole, de-

spite there being descent here in 1996, compared to ascent in 2004. This is probably

the result of larger concentrations of emissions being transported to high latitudes and

subsequently being removed when 1996 meteorology is used.

Peak zonal-mean perturbations of 66, 65, and 75 ppbv occur in January to March respec-

tively. The accumulated mass is largest in February, with monthly-mean accumulations

of 5.53, 6.04, and 5.96 Tg occurring in January to March (Table 7.1).

7.2.4.3 DJFM 1997/1998: El Niño

In addition to the strong El Niño, the NAO index was slightly positive in DJFM 1997/1998.

The differences between the perturbations calculated using DJFM 1997/1998 meteorol-

ogy and AEDT 2006 emissions, and those calculated using DJFM 2003/2004 meteo-

rology, are shown in Figure 7.9. The perturbations calculated using DJFM 1997/1998

meteorology are more similar to the DJFM 2003/2004 case than those calculated us-

ing DJFM 1994/1995 or DJFM 1995/1996 meteorology. However, there are still some

differences of note.

In January, the difference between the 2004 and 1998 perturbations has a similar struc-

ture to the differences seen in Figures 7.7 and 7.8, although the magnitude of the differ-

ences are smaller. The perturbation from 1998 meteorology is larger than the 2004 base

case, with the structure of the difference following the structure of the perturbation in

the extratropics (Figure 7.9). This larger perturbation is likely to be the result of stronger
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Figure 7.9: Difference in January to March zonal-mean monthly-mean perturbations
calculated DJFM 2003/2004 and DJFM 1997/1998 meteorology. The solid line indi-
cates the position of the 2004 monthly mean tropopause, the dashed line indicates the
position of the 1998 tropopause. Input emissions are from AEDT 2006.
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ascent from 35◦N to 45◦N, where a large amount of deposition occurs, and weaker de-

scent at high latitudes, relative to 2004. The zonal-mean tropopause is similar in the two

cases. However, the 1998 tropopause is slightly higher in the high latitudes, causing the

positive anomaly here.

The dipole structure in the high latitudes is still present in February (Figure 7.9). It is the

result of ascent and a high tropopause near the pole, compared to descent and a lower

tropopause in 2004. There is a negative difference at the tropopause near 30◦N, resulting

from the lower tropopause in 1998, and a positive difference near 45◦N, where the 1998

zonal-mean tropopause is higher than its 2004 equivalent. However, this perturbation is

not centred on the tropopause; it extends upwards and polewards. This is likely to be

the result of the descent, and therefore more rapid removal, centred near 45◦N in 1998,

compared to ascent in 2004.

In March, the differences between the 2004 and 1998 perturbations are generally small.

In most places they are an order of magnitude less than the original perturbation (Fig-

ure 7.9). The structure seen in February can still be seen in March, but the magnitude is

reduced.

There is a degree of inter-annual variability in the magnitude and structure of the per-

turbations. The primary drivers of this variability in the zonal-mean perturbation appear

to be the position of the zonal-mean tropopause and the relative signs of the zonal-mean

vertical velocities. However, there is no obvious link between the phase of the NAO and

the structure of the zonal-mean perturbation. The strongly negative and positive NAO

case studies resulted in perturbations that were more similar to each other than they were

to the base case.

The maximum zonal-mean monthly-mean perturbations for each of the months consid-

ered, and the latitudes at which they occur, are summarised in Table 7.1. The perturba-

tions have a spread of 10% of the maximum perturbation in January, and 5% in February

and March. The latitudes of these maxima are extratropical in January. However, in

February and March, there is a suggestion of a bi-modal structure to the latitudes, with

maxima either in the extratropics or near the pole. The monthly-mean accumulated mass
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in the stratosphere is also shown in Table 7.1. The accumulated mass has a spread of 3%

of the maximum accumulation in January, 6% in February, and 13% in March.

Peak zonal-mean perturbations of 66, 66, and 71 ppbv occur in January to March re-

spectively. The accumulated mass is also largest in March, with monthly-mean accumu-

lations of 5.56, 5.67, and 5.74 Tg occurring in January to March (Table 7.1).

7.2.4.4 JJAS 2006

Perturbations have been calculated for JJAS 2006, using high resolution ERA-Interim

trajectories and AEDT 2006 meteorology. The perturbations for July to September are

shown in Figure 7.10. It can be seen from comparison of Figures 7.10 and 7.2 that the

perturbations have a similar structure to the JFM cases, although they have a smaller

magnitude in the summer months. The shape of the perturbation is still very much

influenced by the position of the zonal-mean tropopause. This is particularly apparent

in the August perturbation (Figure 7.10). As in the winter examples, the zonal-mean

perturbation extends below the zonal-mean tropopause.

The maximum zonal-mean perturbations are smaller in JAS compared to JFM, and lo-

cated at higher latitudes. The maximum zonal-mean perturbations are 47, 60, and 56

ppbv respectively, at 57, 59, and 66◦N.

7.2.5 The annual cycle in perturbations

Perturbations have also been calculated using low-resolution ERA-Interim trajectory

calculations for 2006, and 6 hourly AEDT emissions. The zonal-mean annual-mean

perturbation is shown in Figure 7.11. An equivalent plot from Fichter (2009), calculated

using the TRADEOFF 2000 inventory and the E39CA GCM that includes a fully La-

grangian advection scheme, ATTILA (Atmospheric Tracer Transport In a LAgrangian

model), is also shown. It should be noted that while the perturbation presented in this

thesis is a volume mixing ratio (in ppbv), the result from Fichter (2009) is a mass mixing
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Figure 7.10: Zonal-mean monthly-mean perturbations (ppbv) for July (top), August
(middle), and September (bottom) 2006. The position of the zonal-mean monthly-mean
tropopause is indicated by the position of the black line. Input emissions are from AEDT
2006.
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ratio (in ppbm). There is a factor of 1.6 between these two units, making the maximum

contour at 35 ppbm equivalent to 56 ppbv in the lower panel of Figure 7.11.

It can be seen from comparison of the two panels in Figure 7.11 that the perturbations

have broadly the same structure. However, there are some notable differences. The

zonal-mean tropopause in this work always slopes downwards from the Equator to the

pole, and the perturbation follows this. The E39CA tropopause is more horizontal in

the midlatitudes, and this is again reflected in the shape of the perturbation. The per-

turbations both extend from near 25◦N to the pole, and have some extension below the

tropopause at all latitudes. However, the perturbation from Fichter (2009) appears to

extend further below the tropopause than that calculated here. This is not surprising, as

there is no explicit removal of tropospheric water vapour emissions in E39CA. Emis-

sions have the same loss processes as natural water vapour: cloud physics, rainout, and

chemical conversion.

The perturbation calculated in this thesis is slightly smaller than that calculated by

Fichter (2009) (a maximum zonal-mean annual-mean perturbation of 64 ppbv com-

pared to 69 ppbv). This is a somewhat surprising result as the TRADEOFF inventory

has a smaller total mass of water vapour emissions (190 Tg(H2O) yr−1 compared to 232

Tg(H2O) yr−1 in AEDT 2006). It also has a similar emissions distribution to the QUAN-

TIFY inventory, which was found to result in a smaller perturbation compared to AEDT

in Section 7.2.2. The perturbation calculated here using the TRADEOFF inventory and

the UGAMP trajectories is shown in Figure 7.11. This perturbation is, as expected, 30%

smaller than the perturbation calculated using AEDT emissions.

The 30% smaller perturbation found here using TRADEOFF emissions, and the UGAMP

trajectory model, compared to the results of Fichter (2009) implies that emissions are

removed from the stratosphere faster in this work. A small difference in the rate of

removal may arise from the difference in meteorology, but the difference is likely pri-

marily to be due to differences in transport within the two models, although both of the

models use Lagrangian transport of emissions. Additionally, the E39CA tropopause is

at a slightly higher altitude compared to the blended tropopause in the high latitudes,
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Figure 7.11: Top: Zonal-mean annual-mean perturbation (ppbv) for AEDT 2006. The
position of the zonal-mean monthly-mean tropopause is indicated by the position of the
black line.
Middle: Zonal-mean annual-mean perturbation (ppbm) for TRADEOFF 2000 emis-
sions, as calculated using E39CA (from Fichter, 2009).
Bottom: Zonal-mean annual-mean perturbation (ppbv) for TRADEOFF 2000, using
2006 trajectories.
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but at comparable altitude in the subtropics, which can also be expected to result in less

accumulation of emissions in the stratosphere. This is not the case.

One likely explanation for this apparent discrepancy between the perturbation calculated

in this thesis and that calculated by Fichter (2009) is the difference in the spatial resolu-

tion of the two models. In this thesis, transport is modelled on a 1◦×1◦×152m grid (50

levels between 466 and 151 hPa). Fichter uses T30 horizontal resolution (3.75◦×3.75◦),

with 39 vertical levels up to 10 hPa. Kentarchos et al. (2000) performed a compari-

son of stratosphere to troposphere transport in the semi-Lagrangian ECHAM4 model at

T30 and T63 (1.875◦×1.875◦) horizontal resolution, with 19 levels in the vertical. They

identified finer scale structures in the output from the calculations with higher horizontal

resolution, and found them to be in better agreement with analysis data. They also found

stronger maximum jet speeds, and, as a result, stronger vertical mixing. This resulted in

stratospheric air penetrating further into the troposphere. Kentarchos et al. (2000) found

that the change from T30 to T63 resolution resulted in a∼12% increase in the amount of

stratospheric ozone transported from the stratosphere into the troposphere in their case

study. Similarly, a 35% increase in downwards transport was found by Van Velthoven

and Kelder (1996) when they increased the resolution of their offline transport model

from 8◦×10◦ to 4◦×5◦.

Rogers et al. (2002) tested the sensitivity of emissions transport to both horizontal and

vertical resolution. They also found an increase in tracer transport when higher hori-

zontal resolutions were used. However, when they compared results from ECHAM4

with 19 and 39 vertical levels, they found that increasing the vertical resolution reduced

the exchange of tracers from the stratosphere to the troposphere. The increased vertical

resolution improved the ability of the semi-Lagrangian model to maintain the vertical

gradients of the tracer. As excessive numerical diffusion does not affect Lagrangian

models, such an effect will not necessarily play a role in the comparison between the

results of two fully Lagrangian models.

There is a strong seasonal cycle in both the maximum zonal-mean monthly-mean pertur-

bation, and the total mass of emissions in the stratosphere (see Figure 7.12). The largest
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maximum zonal-mean perturbation of 85 ppbv occurs in April, and the smallest occurs

in July (50 ppbv). The annual mean is 64 ppbv. This cycle mirrors the cycle in the total

mass of emissions in the stratosphere, except that the maximum mass in the stratosphere

(6.08×1012g) occurs in March.

There is no clear cycle in the latitude at which the maximum zonal-mean perturbation

is located (Figure 7.12). However, there is a suggestion of two regimes: one with a

maximum perturbation in the extratropics, and one with a maximum over the pole. In

addition to the polar maxima seen in the annual cycle, polar maxima also occurred in

February 1996 and 1998, and March 1998. Forster et al. (2003) also found that strato-

spheric emissions had a maximum concentration over the pole 10-20 days after their

release.

The resolution of the meteorological input data appears to have a small influence on the

latitude of the maximum zonal-mean monthly-mean perturbation. When low resolution

ERA-Interim data was used to calculate trajectories for the whole of 2006, maximum

zonal-mean monthly-mean perturbations of 50, 60, and 56 ppbv were found at 89, 64,

and 66◦N in July, August, and September. When full resolution ERA-Interim data was

used the maximum zonal-mean monthly-mean perturbations were 47, 60, and 56 ppbv,

at 57, 59, and 66◦N. The resolution of the ERA-Interim data used in the calculation of

the trajectories makes no difference to the September results, and only a small differ-

ence to the August results. However, in July the maximum zonal-mean monthly-mean

perturbation is smaller, and located at extratropical latitudes instead of the pole, when

the high resolution data is used. It can be seen in Figure 7.10 that there is a bi-modal

structure to the perturbation in July when high resolution data is used to calculate the tra-

jectories. This means that a small change in the concentration of water vapour emissions

at each location has the potential dramatically to change the latitude at which the max-

imum zonal-mean concentration occurs. When the difference in the latitude at which

the zonal-mean monthly-mean maximum perturbation occurs is viewed in the context of

Figure 7.10, then it is easy to view it as a small difference.

A similar analysis of the annual cycle in stratospheric perturbations was performed by
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64 Chapter 6: Air Traffic Climate Impact Simulations with E39CA
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Figure 6.7: Seasonal variation of the magnitude (solid line) [ppb] and the latitude
(dashed line) of the maximum air traffic water vapour perturbation.

with a higher magnitude of water vapour emissions were studied. The present

results are relatively smaller compared with results from Morris et al. (2003),

who investigated subsonic air traffic for the year 2015, however, they have not

included processes for the removal of water vapour other than descent through

the tropopause.

The adjusted net radiative forcing at the tropopause from air traffic H2O emis-

sions from the TRADEOFF 2000 base case is 1.5 mW/m2 1 , which compares

well with other studies, taking into account the different amount of water vapour

emitted (e.g. Prather et al. (1999), Gauss et al. (2003)). (Note that all radiative

forcing values are summarized in Table 6.4 at the end of this Chapter.)

6.3 Effect of Air Traffic NOx on O3 and CH4 and

their Radiative Forcing

The NOx emissions from global air traffic in 2000 cause a maximum perturba-

tion of about 80 pptv in the annual zonal mean as shown in Figure 6.8, which

corresponds to more than 60% of the background NOx mixing ratios at flight lev-

els. The magnitude of the NOx perturbation varies with season from minimum

perturbations of about 70 pptv in the winter season to more than 200 pptv in

May. The annual variation of the maximum NOx perturbation is mainly caused

by varying NOx loss rates, transport and photochemistry, whereas monthly air

1The water vapour radiative forcing has been scaled by 1.5 according to findings from Forster
et al. (2001), who concluded that the ECHAM broadband radiation scheme underestimates the
water vapour radiative forcing by 50%.

Figure 7.12: Top: Maximum zonal-mean monthly-mean perturbation, and the latitude
at which it occurs, for perturbations calculated using AEDT 2006 emissions and low
resolution ERA-Interim trajectories. The monthly total mass in the stratosphere is also
shown.
Bottom: Maximum zonal-mean monthly-mean perturbation, and the latitude at which
this occurs, from Fichter (2009).
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Fichter (2009), who found a maximum zonal-mean perturbation equivalent to 107 ppbv

in May, and a minimum equivalent to 45 ppbv in September (Figure 7.12). This cycle has

a larger amplitude, and is shifted by two months, relative to the cycle found in this thesis.

Fichter also identified a bi-modal distribution in the latitude of the maximum zonal-

mean perturbation. However, her results are more indicative of an annual cycle. When

TRADEOFF emissions were used with 2006 trajectories, the latitude of the maximum

zonal-mean perturbation had a similar bi-modal structure to when AEDT emissions were

used. Hence, the latitude at which the maximum perturbation is located is determined

by meteorology and not the location of input emissions.

7.3 Comparison with earlier estimates

Estimates of the perturbation to background humidity due to aviation water vapour emis-

sions have been given in a number of previous studies, in addition to Fichter (2009). A

wide range of estimates, calculated using a variety of techniques, have been presented.

Hoinka et al. (1993) used Civil Aviation Authority (CAA) flight tracks across the North

Atlantic, and the assumption of a 0.5 year stratospheric lifetime, to find a ‘daily sur-

plus’ of 380 ppbv water vapour in the NAFC stratosphere. They defined their NAFC

as the region bounded by 45◦N, 65◦N, 10◦W, and 50◦W. An even larger estimate of the

stratospheric water vapour perturbation was derived by Fortuin et al. (1995) who calcu-

lated mass loading from the Organisation for Economic Co-operation and Development

(OECD) records of fuel burn for 1971 to 1991. In this calculation they included a range

of assumed emissions lifetimes, ranging from 0.5 to 2.5 years in the stratosphere, which

gave a range of stratospheric perturbations from 76 to 380 ppbv. The values presented

in both of these studies are very large compared to the perturbations found in this thesis.

However, this is not unexpected given the very long emissions lifetimes used, which are

at least 6 times larger than the typical values calculated in this work.

Ponater et al. (1996) and Rind et al. (1996) performed similar studies, where they

multiplied an emissions scenario by increasing factors in an attempt to detect an impact
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on climate. In both cases they give the perturbation as a number of orders of magnitude

less than the background concentration, which makes a simple comparison difficult.

A model intercomparison was performed by Danilin et al. (1998), using four 2-D mod-

els, and seven 3-D models, with the NASA 1992 inventory. In all the models used, the

only sink was globally uniform removal of the emissions below 400 hPa. Danilin et al.

(1998) identified the maximum tracer mixing ratio between 50 and 65◦N, near to 10 to

12 km altitude, in all but one of their models. Such a distribution is consistent with the

emissions distribution in the NASA inventory, and agrees well with the location of the

maximum zonal-mean perturbations calculated in this work. However, their Figure 1

reveals some large differences in the structure of the perturbation between models. In

most cases, the maximum perturbation occurs at cruise altitude, and extends through

most of the extratropical and high latitudes, but there are marked differences in the ver-

tical extent of the perturbations between some of the models.

Danilin et al. (1998) were investigating whether aviation water vapour emissions could

be responsible for observed trends in stratospheric water vapour at 40◦N. The largest

perturbation at this latitude across all the models was 55 ppbv at 10 km, which decreased

to 12 ppbv at 24 km. This perturbation is very slightly larger, and at lower altitude,

compared to the perturbations calculated in this thesis, possibly due to the use of 400

hPa as a removal criterion, which is lower than the annual-mean blended tropopause.

Gauss et al. (2003) evaluated the impact of water vapour emissions from subsonic air-

craft, and from a hypothetical fleet of liquid hydrogen fuelled ‘cryoplanes’. The NASA

2015 inventory was used to provide the input distribution of the subsonic emissions, and

a chemical transport model was used to calculate the perturbation due to several future

scenarios. For the cryoplane base case (NASA 2015 emissions multiplied by 2.55), the

water vapour perturbation had a zonal-mean maximum of 479 ppbv and a zonal-mean

annual-mean maximum of 279 ppbv. For the subsonic base case (H2O-K1), Gauss et

al. (2003) found a maximum zonal-mean perturbation of 188 ppbv, and a zonal-mean

annual-mean maximum of 109 ppbv. Both of these values are larger than the perturba-

tions found in this thesis, as is to be excepted given the future scenarios. The NASA
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2015 inventory includes an emission rate of 400 Tg H2O yr−1, compared to 233 Tg H2O

yr−1 in AEDT 2006. Applying a factor of 0.58 to scale the NASA 2015 values to AEDT

2006 values, gives a maximum zonal-mean annual-mean perturbation of 63 ppbv. This

is almost identical to the annual-mean value of 64 ppbv found in this thesis.

The structure of the perturbation in Figure 5 of Gauss et al. (2003) is similar in the extra-

tropics to that of the perturbations presented in this thesis. However, in the subtropics,

the perturbation extends upwards along the tropopause, with a very small fraction of the

emissions being lofted high into the stratosphere in the tropics.

Morris et al. (2003) used a trajectory model to evaluate the impact of aviation water

vapour on the lower stratosphere. They used the Goddard trajectory model to advect

water vapour as a passive tracer, as we have used the UGAMP model. They removed

the trajectories when they were 0.5 km or more below the tropopause. Morris et al.

(2003) define their tropopause as the lesser of the height at which the minimum temper-

ature occurs in a profile and the height of the 3 PVU surface. Using the NASA 2015

inventory, they found a perturbation to the natural background just above the tropopause,

and mostly polewards of 30◦N, as was found in this thesis. Like the result from Gauss

et al. (2003), the perturbation presented by Morris et al. (2003) has a small degree of

extension along the tropopause in the subtropics. However, the magnitude of the zonal-

mean perturbation in this region is at least an order of magnitude smaller than that just

above the tropopause in the extratropics.

Morris et al.’s perturbation had maximum values of up to 100 ppbv. Applying the 0.58

scaling, this value has an AEDT 2006 equivalent of 58 ppbv, which is slightly smaller

than the perturbation found in this thesis. This is likely to be due, at least in part, to

their use of a 3 PVU tropopause, which will be higher than the blended tropopause (2

PVU in the extratropics). 58 ppbv is within the range of the annual cycle of maximum

zonal-mean perturbations found in this thesis, which has a minimum of 50 ppbv.

The perturbations found here are consistent with those presented by Gauss et al., (2003),

Morris et al. (2003), and the maximum perturbation from the models compared by

Danilin et al. (1998). The perturbations presented in this thesis have a similar structure
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to those from Fichter (2009). However, when the same emissions inventory is used,

the concentrations are about 30% smaller. Some of this difference may arise from in-

terannual variability in meteorology. However, it is likely that the main cause of the

difference is due to differences in the transport models themselves, possibly the large

differences in vertical and horizontal resolution.

7.4 Lifetime estimates

Estimates of the stratospheric lifetime of stratospheric emissions, based on the assump-

tion of exponential decay, are presented in some previous studies. E-folding lifetimes

calculated from trajectories were presented in Chapter 6 for comparative purposes. How-

ever, analysis of the trajectories revealed that the assumption of an exponential decay in

emissions was not necessarily appropriate, especially for high altitude emissions where

decay was found to be linear.

A more realistic estimate of the stratospheric lifetime of emissions can be calculated by

dividing the accumulated emissions by the input emissions. As this estimate is found

from the perturbation directly, there is no need for assumptions about the nature of the

decay in the input emissions.

It can be seen in Figure 7.13 that the distribution of accumulated water vapour (in grams)

is smoother compared to the distribution of input emissions (grams per month), and has

a peak at a slightly lower altitude, which is consistent with the zonal-mean perturba-

tions shown in earlier Figures, and the general descent of emissions after their release.

The accumulated emissions are about half as large as the input emissions, suggesting

an average stratospheric lifetime of 15 days. This is much less than the e-folding life-

times calculated for NAFC trajectories, reflecting the fact that a significant proportion

of emissions enter the stratosphere very close to the tropopause.
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Figure 7.13: Total AEDT emissions for January 2006 (solid black line) and calculated
stratospheric accumulation of water vapour, from January 2004 trajectories and AEDT
January 2006 emissions, multiplied by 3 for comparison (dashed blue line).
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7.4.1 Summary

Limits on the memory requirements of trajectory calculations mean that in order to have

a release grid with the same resolution as the AEDT inventory, trajectories can have only

a maximum length of 2 days. Because a regular release grid is used, such short trajecto-

ries can be combined to advect emissions until they are removed from the stratosphere.

The accumulation of emissions in the stratosphere can be calculated directly from such

trajectories, removing the need to make assumptions about emission lifetime.

Two day long trajectories have been calculated using ERA-Interim for DJFM 2003/2004,

DJFM 1994/1995, DJFM 1995/1996, DJFM 1997/1998, and JJAS 2006, with a release

grid of 1◦×1◦×152 m×6 hr for the whole Northern Hemisphere between 466 hPa and

151 hPa. Trajectories were also calculated for DJFM 2003/2004 using ERA-Operational

data, and ERA-Interim data at ERA-40 resolution. Trajectories were calculated for the

whole of 2006 using ERA-Interim data at ERA-40 resolution.

The perturbation due to aviation water vapour emissions was found to be sensitive to the

emissions inventory used in the calculation. The use of a different inventory resulted in

differences of up to 50% of the AEDT perturbation. This sensitivity is a reflection of the

very different vertical profiles of emissions found in the inventories considered.

Some differences were apparent between perturbations calculated using ERA-Interim

and ERA-Operational trajectories. ERA-Interim perturbations were slightly larger than

those from ERA-Operational trajectories near to the tropopause in the high latitudes.

However, these differences were much smaller than the differences between the pertur-

bations calculated using different emissions inventories.

There was found to be a degree of inter-annual variability in both the magnitude and

structure of the calculated perturbation across the four winters considered. In February

and March, maximum zonal-mean monthly-mean perturbations were up to 5% smaller

than the maximum for that month in the years considered. This increased to 10% for

January. Again, these differences are smaller than the differences arising from the choice

of emissions inventory. The differences between the perturbations were consistent with
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the differences between the large-scale wind fields, but there was no obvious correspon-

dence between the differences between the perturbations and the NAO index. In fact, the

two extreme opposite NAO cases considered resulted in perturbations with quite similar

structures.

A strong annual cycle was identified in both the total mass of emissions accumulated

in the stratosphere, and the magnitude of the maximum zonal-mean perturbation. For

2006, the annual cycle in the mass of accumulated emissions has a maximum in March

and a minimum in July. The cycle in the maximum zonal-mean perturbation is slightly

skewed with respect to the total accumulation cycle, with a maximum of 85 ppbv in April

and a minimum of 50 ppbv in July. The cycle in the maximum zonal-mean perturbation

is comparable to the cycle identified by Fichter (2009) using the TRADEOFF inventory

and EC39A, although it has a slightly smaller amplitude.

The structure and magnitude of the zonal-mean emissions are comparable with the re-

cent work of Fichter (2009), Gauss et al. (2003), and Morris et al. (2003), and the

magnitude of the maximum perturbation found by Danilin (1998). The magnitude of

the perturbations were much smaller than those presented by Hoinka et al. (1993), and

Fortuin et al. (1995), who assumed that water vapour emissions had extremely long

lifetimes in the stratosphere.

The stratospheric lifetime of emissions has been estimated by comparing the accumu-

lated mass to the input mass for January. This avoids the need to make any assumptions

about the nature of the time-evolution of emissions after their release. The lifetime

was found to be 15 days. This is shorter than most e-folding lifetime estimates of the

stratospheric lifetime of emissions, and is in best agreement with the e-folding lifetimes

calculated for low altitude emissions in the NAFC and over the USA.
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Radiative forcing due to aviation water

vapour emissions

Radiative forcing is established as a useful predictor of climate change. It is commonly

used in intercomparisons of the climate impact of aviation (e.g. Lee et al., 2009, Sausen

et al., 2005) and in the IPCC assessments. It is accepted to give a reasonable first-

order approximation of climate change, without the need for computationally expensive

climate model calculations.

The definitions of radiative forcing used in this thesis, and the application of radiative

forcing, are introduced in Section 8.1. The mechanisms and characteristics of radia-

tive forcing due to stratospheric water vapour are discussed in Section 8.2. The model

and method used to calculate radiative forcing in this work is given in Section 8.3, be-

fore the results of the calculations and a comparison with previous estimates is given in

Section 8.4.

201
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8.1 Definitions of radiative forcing

The concept of radiative forcing was developed for considering simple climate change

mechanisms in one-dimensional models. It has since been extended to cover different

spatial and temporal scales, and more complex changes (Forster et al., 2007). This has

led to some debate as to the relevance of radiative forcing. However, it still appears to

be a useful first-order method of comparing climate change mechanisms (Forster et al.,

1997, Hansen et al., 2005).

The simplest definition of radiative forcing is the ‘instantaneous radiative forcing’: the

change in net irradiance following a perturbation, with no changes to any other atmo-

spheric variables. It is typically evaluated at the tropopause. Hansen et al. (2005) note

that the instantaneous radiative forcing is, in a sense, a true forcing, because the climate

is held fixed when it is calculated. However, it can be unrepresentative of the climate

response, and it is less relevant for considering the response to forcings that act for long

time periods.

The ‘standard definition’ of radiative forcing, used by the IPCC, and many other studies,

is the ‘adjusted radiative forcing’. The adjusted radiative forcing is the change in net

irradiance following a perturbation, after the stratospheric temperature has returned to

equilibrium. The adjustment of the stratosphere means that this definition gives a better

indication of the expected climate response (Hansen et al., 2005). The adjustment of the

stratosphere is a fast process, with the stratosphere typically returning to equilibrium in

months following the application of the perturbation. Only the stratosphere is adjusted

because the troposphere is influenced by the large thermal inertia of the oceans, and can

take decades to reach equilibrium.

The adjusted radiative forcing ∆Fa is related to the change in surface temperature ∆Ts

by the climate sensitivity, λ:

∆Ts ' λ∆Fa (8.1.1)

It is more useful to compare changes in the adjusted forcing than in surface temperatures

because the climate sensitivity parameter is poorly known, and varies between models
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(Solomon et al., 2007). The climate sensitivity is often roughly constant for a given

model, regardless of the nature of the forcing. However, it can vary significantly for

some forcing mechanisms within models (Joshi et al., 2003). The adjusted radiative

forcing has the additional advantage that it is more readily computed than the change

in surface temperature, which involves multidecadal GCM runs, especially for small

forcings.

Both the instantaneous and adjusted radiative forcing are sensitive to the position of the

tropopause (Forster et al., 1997, Solomon et al., 2010). Alternative definitions of ra-

diative forcing have been suggested that avoid such a sensitivity. Shine et al. (2003)

and Hansen et al. (2005), for example, discuss alternative definitions where the top-of-

atmosphere perturbation is calculated in a GCM, both the troposphere and stratosphere

are adjusted, but sea surface, or surface, temperatures are kept fixed. This avoids intro-

ducing a tropopause dependence, and the fixed sea surface temperatures mean that very

long GCM integrations are not required.

8.2 Radiative properties of water vapour

The water molecule absorbs and emits energy by changing its internal energy. This

can occur via several processes, including changing the rotational kinetic energy of

the molecule and changing its vibrational energy. The asymmetric shape of a water

molecule, and its resulting permanent electric dipole moment, means that it has major

rotational absorption bands. Rotational energy structures are closely spaced, so only

low energy photons can cause a change in a molecules rotational kinetic energy (Petty,

2004). For water vapour the rotational energy bands are stronger than the vibrational

bands. Hence, stratospheric water vapour absorbs radiation primarily at infrared (IR)

wavelengths (see Figure 8.1) in the spectral region from 0 to 350 cm−1.

The energy states of a molecule are quantised. In theory, this means that a photon can

only be absorbed if it has the correct amount of energy (inversely proportional to its

wavelength) to cause a transition between a pair of allowed states. However, in reality
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Figure 8.1: Spectral cooling rate profile for water vapour in a midlatitude summer at-
mosphere with clear skies, from Clough et al. (1995). The colour scale is ×10−3 K
d−1 (cm−1)−1. In the stratosphere, cooling mostly occurs at wavenumbers less than 350
cm−1, which are characteristic of transitions in the rotational energy of molecules.

absorption does not just occur at a single energy (wavelength). The process of ‘broad-

ening’ means that radiation at similar energies can also be absorbed by a molecule. In

the troposphere and stratosphere, the primary broadening mechanism, ‘pressure broad-

ening’ occurs when collisions between molecules disrupt the basic transitions between

energy states, allowing photons with wavelengths either side of the theoretical value to

be absorbed (Petty, 2004). Broadening can also occur via ‘Doppler broadening’ where

the velocity of molecules introduces a Doppler shift into the frequency of photons that

it can emit and absorb. Doppler broadening is the primary broadening mechanism in the

mesosphere and above. The process of ‘natural broadening’ also occurs, resulting from

the finite width imposed on the absorption line by the Heisenberg uncertainty princi-

ple. However, the broadening from this mechanism is negligible compared to that from

pressure and Doppler broadening (Petty, 2004).

The emission of IR radiation by stratospheric water vapour acts to decrease stratospheric

temperatures, while the increased emission of IR by the stratosphere acts to increase
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the kernel function for vertical changes (i.e., the
radiative forcing per layer). In Fig. 2A we show
the kernel function computed using 1-ppmv per-
turbations of water vapor imposed in 1-km-thick
layers. Figure 2A shows that the influence of
changes in stratospheric water vapor on short-
wave radiation is much smaller than the influence
on longwave radiation. Stratospheric adjustment
has a large effect on the net radiative forcing in
the lowermost stratosphere, where it reduces the
impact of local changes there, although they still
dominate the profile. Kernel calculations are pre-
sented here only for the purpose of illustration,
because the full global distributions are used in
the detailed radiative calculations discussed above.
The kernels should only be considered approxi-
mate when convolved with realistic profile changes
(comparisons suggest possible errors of between
10 and 25%).

Figure 2A shows that the profile of the kernel
function is strongly peaked around the tropo-
pause. The response of surface climate to
uniform stratospheric water vapor perturbations
would be dominated by this narrow region, at a
vertical scale too fine to be captured in many
global climate models. Further, the balloon and
satellite water vapor records (Figs. 2B and 1)
show that the largest observed changes in
stratospheric water vapor occurred near the
tropopause, so that the shape of the observed
stratospheric water perturbation further increases
the dominance of the tropopause region in recent
radiative forcing. Because of a lack of global data,
we have considered only the stratospheric
changes, but if the drop in water vapor after
2000 were to extend downward by 1 km, Fig. 2
shows that this would significantly increase its
effect on surface climate.

Changes in stratospheric water vapor linked
to cold point changes in the tropics are expected
to dominate the water vapor variations in the
lowermost stratosphere and are transported later-
ally to mid-latitudes on time scales of months to
at most a few years. Thus, the gradual and per-
sistent water vapor increase observed at Boulder
from 1980 to 2000 as shown in Fig. 1A should
reflect similar changes occurring elsewhere in the
altitude range of greatest importance for radiative
forcing. Nevertheless, the data before the mid-
1990s are limited in space and/or time, and the
stratospheric water vapor trends before 2000
should therefore be considered uncertain, whereas
the decrease after 2000 is much better charac-
terized by multiple records.

Methane oxidation increases stratospheric
water vapor, but its contributions are small near
the tropopause (29), the region of greatest impact
for radiative forcing as shown in Fig. 2. This
explains why studies in which methane oxidation
is the only adopted source of increasing strato-
spheric water provide considerably smaller radia-
tive forcings than those shown here. Estimates of
the forcing due to methane oxidation have varied
widely among different studies (30), perhaps be-
cause of different shapes of the water profile in
the region of greatest sensitivity. Such differences
are a source of potential confusion about the in-
fluence of stratospheric water vapor changes on
surface climate, and they underscore the need to
consider the direct input of water vapor at the
cold point.

Global temperature response. We used the
Bern 2.5CC intermediate complexity model (31)
to estimate the effect of the decrease in strato-
spheric water vapor after 2000 on recent global
average decadal temperature trends. The model

has been extensively compared to other Earth
system models of intermediate complexity as well
as to atmosphere-ocean general circulation mod-
els [AOGCMs (31)]. A radiative forcing time
series of well-mixed greenhouse gases and tro-
pospheric aerosols from 1760 to 2008 was used
to provide a baseline model scenario to which
cases including stratospheric water vapor changes
are compared (additional forcings such as tropo-
spheric ozone were not considered). The resulting
total radiative forcing and calculated temperature
changes relative to 1980 are shown in Fig. 3,
together with observed annual average surface
temperature anomalies from three different glob-
al temperature data sets for individual years (32),
and for the 5-year runningmean. Absolute values
of the calculated temperature changes are depen-
dent on the model climate sensitivity and tran-
sient climate response and are hence somewhat
arbitrary. The focus here is therefore not on the
detailed match to observed absolute warming but
rather on the changes in radiative forcing and
their likely implications for relative changes in
the decadal rates of warming from 1980 to 2009.

Figure 3 shows the added forcing and esti-
mated warming corresponding to an adopted lin-
ear increase of stratospheric water vapor forcing
ranging from 0 to +0.24 W m–2 from 1980 to
2000 based on the analysis in the previous sec-
tion. This range brackets the large uncertainty in
water vapor trends before 2000. The figure also
shows the effect of the observed post-2000 de-
crease, for which there is much higher confidence
as discussed above. Figure 3 shows that the re-
duced forcing associated with the drop in strato-
spheric water vapor after 2000 decreased the rate
of warming as compared to what would have
been expected for well-mixed greenhouse gases
alone by about 25% (from about 0.14°C per
decade to 0.10°C per decade for this particular
model or about a –0.04°C per decade change).
Figure 3 also shows that an increase in global
stratospheric water vapor at the upper end of the
range suggested by the balloon measurements
should be expected to have steepened the rate of
global warming from 1990 to 2000 by about 30%
as compared to a case neglecting stratospheric
water changes.

Figure 3 thus shows that the decline in strato-
spheric water vapor after 2000 should be expected
to have significantly contributed to the flattening
of the global warming trend in the past decade,
and stratospheric water increases may also have
acted to steepen the observed warming trend in
the 1990s. The transient climate response (TCR)
of themodel used in Fig. 3 is slightly less than the
mean of models assessed by the Intergovernmental
Panel on Climate Change (IPCC) (1); the “very
likely” range of TCR across climate models sug-
gests that the effects of the stratospheric water
vapor changes on the warming trends considered
here could be greater by about 80% or smaller by
about 40%. Our analysis focuses only on esti-
mating the contributions of stratospheric water
vapor changes to recent decadal rates of warming;
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Fig. 2. Effect of stratospheric water vapor changes on radiative forcing of surface climate based on
detailed line-by-line calculations. (A) Instantaneous longwave (LW) and instantaneous shortwave
(SW) radiative forcing, along with the adjusted net total forcing versus altitude at 35°N obtained
for a uniform change of 1 ppmv in 1-km layers using a line-by-line radiative transfer model; the
largest sensitivity occurs close to the tropopause. (B) The observed post-2000 water vapor decrease
at 35°N (from Fig. 1B), showing that the largest changes occurred in the most sensitive region.
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Figure 8.2: Instantaneous longwave and shortwave radiative forcing, and adjusted net
forcing, versus altitude for uniform 1 ppmv perturbations in 1 km layers at 35◦N, from
Solomon et al. (2010).

tropospheric temperatures. The magnitude of the temperature change in the stratosphere

is dependent on the emission by the stratosphere and absorption of radiation emitted by

the troposphere. The radiative forcing due to water vapour perturbations depends on the

change in emission by water vapour, and the induced temperature change.

Forster and Shine (1999, 2002) identified that climate is most sensitive to water vapour

perturbations just above the tropopause. Solomon et al. (2010) investigated the effect on

radiative forcing of stratospheric water vapour perturbations at different altitudes by cal-

culating the radiative forcing per layer, the ‘kernel function’, for 1 ppmv perturbations

in 1 km thick layers. It can be seen in Figure 8.2 that the largest sensitivity occurs close

to the tropopause (typically 12 km at 35◦N). It can also be seen that the stratospheric

temperature adjustment acts to reduce the impact of local changes in the lower strato-

sphere, as the reduction in temperatures there will reduce the amount of re-radiated IR

from the stratosphere to the troposphere.
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8.3 Calculation of radiative forcing

In this thesis, the flux perturbations due to aviation water vapour emissions are calculated

using the Edwards and Slingo radiative transfer model, ES (Edwards and Slingo, 1996).

ES is a broadband code that calculates longwave and shortwave radiative fluxes and

heating rates for an atmospheric column, given the properties of that column.

ES is based on the two-stream approximation to the radiative transfer equations. There

are several variants of the two-stream equations, and many of these can be used in ES

(Edwards and Slingo, 1996). In this thesis the recommended settings are used. For

shortwave calculations this is the ‘Practical Improved Flux Method’ from Zdunkowski

(1980), described by Edwards and Slingo (1996). For longwave calculations the 1985

version of the Practical Improved Flux Method is used, with Elsasser’s value of 1.66 for

the diffusivity factor (Edwards and Slingo, 1996).

ES is used with 9 bands in the longwave region, and 6 in the shortwave. The spectral

characteristics follow those used in the 60 level HadGEM2 model (Collins et al., 2008).

Scattering is considered, and clouds are represented using the maximum random overlap

approximation. The Gaussian integration method, with six intervals, is used to integrate

the shortwave irradiance over daylight hours for the 15th day of each month, which is

used as a monthly-mean.

Zonal-mean monthly-mean climatological fields of pressure, temperature, specific hu-

midity, ozone, cloud cover, and cloud liquid and ice water contents have been produced

from ERA-Interim, and used as input to ES. Well mixed concentrations of methane (704

ppbv), carbon dioxide (320 ppmv), nitrous oxide (260 ppbv), and oxygen (21.3%) are

also specified. ES is used with a horizontal resolution of 1◦, with 37 pressure levels up to

1 hPa. The pressure levels were chosen to be the same as the levels in the ERA-Interim

gridded data (see Section 2.5).

The tropopause pressure used in ES is based on the ERA-Interim blended tropopause

pressure (Chapter 4), but must correspond to a fixed pressure level for forcing calcu-
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lations. For each radiative forcing calculation, ES was run twice, with the tropopause

specified as the pressure level below and above the blended tropopause. The radiative

forcing is then calculated from the change in flux found by ES, and interpolated to the

position of the actual tropopause.

The fixed dynamical heating (FDH) approximation is adopted when calculating the ad-

justed forcings (Fels et al., 1980; Gray et al., 2009; Maycock et al., 2010). It is assumed

that diabatic (Q) and dynamical (D) heating are in balance for each atmospheric column

so that:

Q(T,H2O, φ, z) +D(φ, z) = 0 (8.3.1)

where T is temperature, H2O is the background water vapour, φ is latitude, and z is

altitude. Q is found using ES, which also gives D when using the climatological fields.

When the water vapour is perturbed (H2O
′) it causes a change in diabatic heating so that

Equation 8.3.1 is no longer true:

Q(T,H2O
′, φ, z) +D(φ, z) 6= 0 (8.3.2)

Equilibrium is restored by adjusting stratospheric temperatures. A new temperature is

found by timestepping the radiation code using the unperturbed value of D, so

Q(T ′, H2O
′, φ, z) +D(φ, z) = 0 (8.3.3)

The temperature was assumed to have converged when the temperature change with

each timestep was less than 5 µK. All tropospheric variables are held at climatology

while FDH is applied in the stratosphere.

There has been some debate about the usefulness of broadband radiation models for

quantifying the radiative effects of stratospheric water vapour perturbations (e.g. Forster

et al., 2001; Oinas et al., 2001). Myhre et al. (2009) compared a series of broadband

models to more accurate line-by-line and narrowband models for a uniform perturbation

of 3 to 3.7 ppmv in the stratosphere, and for perturbations due to subsonic and super-

sonic aircraft emissions. They found that the difference in net instantaneous radiative
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forcing between models was in excess of a factor of two, and that the results from ES

in particular deviated from the results from other models (Figure 8.3). However, the

adjusted radiative forcing from ES compared well with the results from a narrowband

model (see Figure 8.4). Although more sophisticated codes are available, the large num-

ber of calculations that were required for this work meant that a fast code was needed.

As adjusted radiative forcing will be considered, the ES code was used.

The impact of a uniform perturbation of 3 to 3.7 ppmv in the stratosphere has also been

evaluated in this thesis using the configuration of ES used in the calculation of the radia-

tive forcing due to aviation water vapour emissions. For the 3 to 3.7 ppmv calculation,

the most notable difference is the use of the blended tropopause in the calculations. This

surface tends to be lower in altitude than other tropopause definitions, so the change

in water vapour will also extend to lower altitudes in this work. For January to March

2004 meteorology, the instantaneous radiative forcing due to the uniform perturbation

was found to have an average value of 0.59 W m−2. The adjusted value is 0.35 W m−2.

This is larger than the 0.49 Wm−2 (instantaneous) and 0.26 W m−2 (adjusted) found by

Myhre et al. (2009). Some difference between the two sets of results is not unexpected.

Myhre et al. (2009) use only 8 longwave bands, compared to the 9 used in this thesis,

and different input climatologies have been used. Additionally, both the instantaneous

and adjusted values presented in this thesis are global values. In Myhre et al. (2009)

the adjusted radiative forcing is a global number, while the instantaneous value is for a

single profile.

The temperature change at 60◦N resulting from the 3.0 to 3.7 ppmv perturbation is

shown in Figure 8.5. The maximum temperature change of -1.47 K occurs just above

the tropopause at 150 hPa.
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Figure 1: Instantaneous long-wave (light-grey), shortwave (grey),
and net (black) RF at the tropopause (179 hPa) for a change in
stratospheric water vapour from 3 to 3.7 ppmv for single column
conditions (see text).

between the eight codes used for global-scale simula-
tions are particularly large. The UoR-E-S, UoL-E-S, and
CNRM ARPEGE deviate particularly from the rest. The
UoR-E-S, UoL-E-S models show the highest RF in the
LW which is not offset in the net, because of the small
negative SW RF. These models thus have the largest
net RF values. CNRM ARPEGE and ECHAM4 use a
LW scheme with few broad bands and have been op-
timized for computationally-fast calculations in GCMs,
which may lead to absorption band combinations which
are unfavourable for representing SVW RF (FORSTER

et al., 2001). Both models produce a weak LW RF, but
as the negative SW RF from ECHAM4 is also weak,
the CNRM APEGE model comes out with the lowest
value of all for the net RF. Except for the UoR E-S and
UoL E-S models, the codes used for global calculations
underestimate the net RF compared with the LBL mod-
els.

The differences between the radiative transfer codes
for SWV are generally larger than for other components.
This indicates that absorption data for water vapour, par-
ticularly in the stratosphere, is probably the main cause

for the differences. In general the deviations are larger
for the broad-band models compared to the intermedi-
ate complexity models (in particular for LW) indicating
a need for further investigation of the parameterizations
for shortwave absorption and their dependence on the
source of absorption data.

4.1.2 Contrails

The second part of the intercomparison concerned the
addition of contrails to the single-profile cases. The
properties of the contrails were described in section 3.
Figure 2 shows the RF due to contrails for the differ-
ent models and at three different solar zenith angles (30,
60, and 75 degrees) upon which the RF is known to de-
pend substantially (MEERKÖTTER et al., 1999; MYHRE

and STORDAL, 2001; STUBER et al., 2006). All results
shown are for a 100 % contrail cover and for a contrail
optical depth of 0.3.

The differences in the LW and SW components be-
tween the models are much smaller for the contrail RF
than they were for the RF due to SWV. The differences
are a maximum of 35 % for both LW and SW RF if
the CNRM ARPEGE code is excluded. The magnitude
of the SW RF for contrails is, for some solar zenith an-
gles, more comparable to the LW RF than is the case
for SWV. Therefore, the relative difference in the net RF
between models can be large, despite rather small dif-
ferences in SW and LW RF. Differences for the LBL
codes are about 15 % for LW (smaller for SW) and the
difference for the net RF is enhanced, since the devia-
tions for LW and SW RF go in the same direction for
the two codes. The sign for the net RF is still the same
for the two LBL codes for the three solar zenith an-
gles. The two Streamer codes differ somewhat for LW
and SW RF, but for the net RF the deviation is small.
The net RF changes from positive for a solar zenith an-
gle of 30 degrees to negative for 75 degrees, except for
CNRM ARPEGE. By contrast, the sign of the net RF
at a solar zenith angle of 60 degrees varies amongst the
models. CNRM ARPEGE has a high LW RF, and the
SW code caused a less distinct strengthening in the RF
with an increasing solar zenith angle compared to the
other models, leaving the net RF significantly positive
also in the 75 degree case.

4.2 Global calculations

4.2.1 Stratospheric water vapour

Figure 3 shows global and annual mean LW, SW, and net
RF resulting from a change in SWV from 3.0 ppmv to
3.7 ppmv, and Figure 4 shows global and annual mean
LW, SW, and net RF of estimated change in SWV from
sub and supersonic aircraft in 2050 (SØVDE et al., 2007).
The results shown in the figures include stratospheric
temperature adjustment. Table 2 summarizes RF for in-
stantaneous and adjusted RF. The agreement in Figure 3

!"#$%!&'!()*(+,,,-&./!.+*

Figure 8.3: Longwave (top), shortwave (middle) and net (bottom) instantaneous radia-
tive forcing at the tropopause (179 hPa) for a 3 to 3.7 ppmv stratospheric water vapour
perturbation from different radiative transfer codes. The calculations were performed
for a single profile in mid-latitude summer. The top group are line-by -line models, the
middle group are intermediate complexity models, and the bottom group are broadband
models. Results from ES, as used here, are highlighted in red. All plots are from Myhre
et al. (2009).
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Figure 3: Global and annual mean longwave (light-grey), shortwave
(grey), and net (black) RF for a global change in stratospheric water
vapour from 3.0 to 3.7 ppmv. Stratospheric temperature adjustment
is included in the simulations.

is better than in Figure 1. The difference is more than
50 % in the net RF, but this is less than in Figure 1, even
though additional factors, such as spatial variability in
meteorological fields of temperature, humidity, clouds
as well as stratospheric temperature adjustment, have
been introduced.

In Table 2, the strong reduction in the RF (LW and
net) as a result of stratospheric temperature adjustment
for the homogeneous SWV change from 3.0 to 3.7 ppmv
can be seen in all six models that calculate both instan-
taneous and adjusted RF. The strongest reduction occurs
in the UoR E-S and the weakest in the ECHAM/SLT
and UoL E-S. The strong effect of stratospheric temper-
ature adjustment in the UoR E-S explains the much bet-
ter agreement in Figure 3 than in Figure 1 for the E-S
model. The UoL E-S has a weaker effect of the strato-
spheric temperature adjustment than the UoR E-S. The

Figure 4: Global and annual mean longwave (light-grey), shortwave
(grey), and net (black) RF for a global change in stratospheric water
vapour from sub and super sonic aircrafts estimated for 2050 in the
SCENIC project (SØVDE et al., 2007). Stratospheric temperature
adjustment is included in the simulations.

former model has a tropopause level at 100 hPa in the
tropics and 250 hPa at mid and high latitudes. However,
the stratospheric temperature adjustment is included at
altitudes above 250 hPa at all latitudes and this could be
a source for the difference in the effect of stratospheric
temperature adjustment. It can also be seen in Table 2
that UW FU and CNRM have a weaker instantaneous
RF than most of the other models.

ECHAM4/SLT and ECHAM4/ATT both indicate
derivatives of the well-established ECHAM4 climate
model, with increased vertical resolution in the up-
per troposphere/lower stratosphere region (LAND et
al., 2002). In ECHAM4/ATT the operational semi-
Lagrangian transport (SLT) scheme for water vapour
and cloud water has been replaced by the Lagrangian
advection scheme ATTILA (REITHMEIER and SAUSEN,
2002). Using Lagrangian transport significantly reduces
a distinct wet and cold bias in the extratropical lower-
most stratosphere (STENKE et al., 2008) with a number
of beneficial side effects such as a lowering of the ex-
tratropical tropopause (which is located at a too high al-
titude in ECHAM/SLT). The impact of the difference
between ECHAM4/SLT and ECHAM4/ATT is shown
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Figure 8.4: Longwave (top), shortwave (middle) and net (bottom) adjusted radiative
forcing at the tropopause for a 3 to 3.7 ppmv stratospheric water vapour perturbation
from different radiative transfer codes. Results from ES, as used here, are highlighted
in red. In contrast to the instantaneous results shown in Figure 8.3, the adjusted values
shown in this Figure are global values. Spatial variability in the input climatologies,
tropopause, and the temperature adjustments, has also been introduced. All plots are
from Myhre et al. (2009).
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Figure 8.5: The zonal-mean monthly-mean temperature change at 60◦N resulting from
a uniform stratospheric water vapour perturbation of 3.0+0.7 ppmv.

8.4 Radiative forcing due to aviation water vapour emis-

sions

Radiative forcing calculations have been performed for the perturbations introduced in

Chapter 7. The sensitivity of the radiative forcing due to aviation water vapour emis-

sions to the background meteorology is investigated using January, February, and March

perturbations for four winters: 2004, 1995, 1996, and 1998. In each case trajectories for

the winter being investigated are used with emissions from the AEDT 2006 inventory.

Radiative forcing calculations are performed using the relevant background climatology

and tropopause for that season. As for the perturbation calculations presented in Chapter

7, results for December are not considered as the perturbation typically does not reach

equilibrium until the second or third week of the month. The effect of flight routing

on radiative forcing is investigated through the comparison of perturbations calculated

using the AEDT, QUANTIFY and AERO2k inventories. Summer values of radiative

forcing are calculated using the JJAS 2006 perturbations produced using full resolution
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Figure 8.6: Zonal-mean monthly-mean instantaneous radiative forcing for January 2004
meteorology and AEDT 2006 water vapour emissions. Note that the shortwave compo-
nent has been multiplied by -1.

ERA-Interim data, and the seasonal cycle in radiative forcing, and an annual average, is

presented from perturbations calculated using low-resolution ERA-Interim trajectories

and the AEDT 2006 inventory. In all cases, radiative forcing calculations are performed

using zonal-mean monthly-mean climatological fields from ERA-Interim, and the zonal-

mean monthly-mean ERA-Interim blended tropopause.

The zonal-mean net instantaneous radiative forcing with latitude for January 2004 mete-

orology (using January 2006 emissions from AEDT) is shown in Figure 8.6, along with

the longwave and shortwave contributions. Shortwave radiative forcing is only ∼5% of

the net radiative forcing. Solomon et al. (2010) and Maycock et al. (2010), amongst

others, have also demonstrated that the shortwave component of the net radiative forc-

ing due to stratospheric water vapour is small compared to the longwave component (see

e.g. Figure 8.2).

The temperature change due to the January 2004 perturbation is shown in Figure 8.7.

As in the 3.0 to 3.7 ppmv case, the maximum temperature change is found just above

the tropopause. However, in this case the peak in the profile is much more pronounced

due to the localised nature of the forcing. The maximum temperature change is also 30

times smaller (-0.048 K).
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Figure 8.7: The zonal-mean monthly-mean temperature change at 60◦N resulting from
the January 2004 aviation water vapour perturbation.

The interpolated instantaneous and adjusted radiative forcing due to aviation water vapour

emissions for January, February, and March 2004, 1995, 1996, and 1998 are shown in

Figure 8.8. The forcings are comparable equatorward of ∼45◦N, but they diverge pole-

ward of this latitude. In 1995 and 1996 the distribution of forcings is very similar,

although the magnitude is larger in January and February of 1996. The largest spread

in forcings at any given latitude, of up to a third of the maximum forcing, is found in

February. The amplitude of this spread is reduced, along with the magnitude of the

forcing itself, in the adjusted case, although the proportions remain the same.

Both the instantaneous and adjusted radiative forcings tend to zero near 20◦N in all

years, as emissions equatorward of this point are in the troposphere, and there is no sig-

nificant transport from the high latitudes in the stratosphere. Instantaneous forcings have

maxima of up to 18 mW m−2 at a given latitude, while adjusted forcings have maxima

of up to 10 mW m−2. For January 2004, the global-mean monthly-mean instantaneous

radiative forcing due to aviation water vapour emissions is 2.59 mW m−2. The adjusted

value is 1.38 mW m−2. The forcing is smaller in February (1.35 mW m−2 adjusted),

and smaller again in March (1.17 mW m−2 adjusted).The global-mean monthly-mean
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Figure 8.8: Instantaneous (left) and adjusted (right) radiative forcing for January (top),
February (middle) and March (bottom) 2004,1995, 1996, and 1998.
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Instantaneous (mW m−2) Adjusted (mW m−2)
Jan Feb Mar Jan Feb Mar

JFM 03/04 2.59 2.55 2.22 1.38 1.35 1.17
JFM 94/95 2.82 2.97 2.88 1.53 1.57 1.54
JFM 95/96 2.82 2.94 2.77 1.53 1.59 1.48
JFM 97/98 2.68 2.70 2.53 1.43 1.46 1.36

AEDT 2.59 2.55 2.22 1.38 1.35 1.17
QUANTIFY 1.60 1.59 1.34 0.86 0.87 0.72

AERO2k 1.25 1.23 1.06 0.68 0.67 0.58
AEDT 2.59 2.55 2.22 1.38 1.35 1.17

QUANTIFY (norm) 1.95 1.89 1.67 1.05 1.03 0.90
AERO2k (norm) 1.48 1.49 1.58 0.81 0.81 0.86

ERA-Interim 2.59 2.55 2.22 1.38 1.35 1.17
ERA-Interim (low res) 2.60 2.56 2.24 1.38 1.36 1.17

ERA-Operational 2.30 2.30 2.08 1.20 1.22 1.09
Jul Aug Sep Jul Aug Sep

JJAS 2006 0.56 0.70 0.87 0.30 0.35 0.48

Table 8.1: Monthly-mean global-mean instantaneous and adjusted radiative forcings
(mW m−2) at the blended tropopause due to aviation water vapour emissions. All cal-
culations use the AEDT 2006 inventory, except for the AERO2k and QUANTIFY calcu-
lations.

instantaneous and adjusted radiative forcings at the blended tropopause for JFM from

all four winters are given in Table 8.1.

Comparison of Table 8.1 and Table 7.1 shows that there is no simple link between the

total mass of emissions in the stratosphere or the maximum zonal-mean perturbation:

neither of these values has a maximum in January 2004, relative to February and March

2004.

It can be seen in Table 8.1 that the largest range of radiative forcing values across the

four winters considered occurs in March, with an absolute spread of 0.66 mW m−2 be-

tween global mean instantaneous radiative forcing values for the four years considered.

This is 23% of the maximum radiative forcing. A similar percentage spread is found

in the adjusted radiative forcing. The smallest range of values is found in January, with

an range of 0.23 mW m−2 between global-mean monthly-mean instantaneous radiative

forcings (8% of the maximum January-mean forcing). In January, February, and March,
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the maximum global-mean monthly-mean forcing occurs in 1995, but with only smaller

differences between the 1995 and 1996 values. This is to be expected from Figure 8.8.

The adjusted radiative forcing at a given latitude, and in the global-mean, is close to half

of the magnitude of the corresponding instantaneous forcing because of the stratospheric

cooling due to the change in water vapour. The factor of 2 between the instantaneous

and adjusted radiative forcings is consistent with the 3.0 to 3.7 ppmv results from ES

presented by Myhre et al. (2009), and the 3.0 to 3.7 ppmv results in this thesis.

Instantaneous and adjusted radiative forcing calculated using perturbations derived from

the AEDT, QUANTIFY and AERO2k inventories for January to March 2004 are shown

in Figure 8.9. Global-mean values are given in Table 8.1. In all cases the radiative forc-

ing due to AEDT emissions is just over a factor of two larger than that due to AERO2k

emissions, and a factor of one and a half larger than that due to QUANTIFY emissions.

The inventories are for different years, and have different monthly total emissions, which

makes a simple comparison difficult. To allow a comparison to be made the forcings

have been normalised using the ratio of monthly total emissions from a given inventory

to those from AEDT 2006. This removes any differences resulting from different total

emissions, leaving only those due to different emissions distributions. However, even

when the forcings are normalised with respect to AEDT emissions in this way, there is

still a large spread in the radiative forcing (see Figure 8.10 for a comparison of the in-

stantaneous radiative forcing). The largest reduction in spread following normalisation

occurs in March. In the instantaneous case maximum spreads of 7, 6, and 6 mW m−2

are found in January, February, and March respectively, compared to 6, 5, and 4 mW

m−2 after normalisation. This indicates that variation in estimates of radiative forcing

using different emissions inventories is due primarily to the difference in the distribution

of the emissions within the inventories.

Global-mean monthly-mean values of instantaneous and adjusted radiative forcing due

to emissions from different inventories are shown in Table 8.1 for January to March. Ra-

diative forcing calculated from AERO2k emissions is a factor of 2 smaller than that cal-

culated from AEDT emissions. After normalisation, the difference is a factor of ∼1.35.
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Figure 8.9: Instantaneous (left) and adjusted (right) radiative forcing for January (top),
February (middle) and March (bottom) 2004 meteorology for perturbations calculated
using the AEDT (2006), QUANTIFY (2000), and AERO2k (2002) inventories.
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Figure 8.10: Instantaneous radiative forcing for January (top), February (middle) and
March (bottom) 2004 for perturbations calculated using the AEDT, QUANTIFY, and
AERO2k inventories. Panels in the left column are as in Figure 8.9. In the panels on the
right, the radiative forcing has been normalised with respect to the AEDT inventory.
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For QUANTIFY the radiative forcing is a factor of∼1.60 smaller than that due to AEDT,

and a factor of∼1.28 smaller after normalisation. This is to be expected as QUANTIFY

emissions have a closer vertical distribution to AEDT compared to AERO2k, and a simi-

lar percentage of column total emissions that enter the stratosphere directly (see Chapter

6).

The radiative forcing due to perturbations calculated using full- and low-resolution ERA-

Interim data (T255 and T159), and ERA-Operational data, has also been calculated (Fig-

ure 8.11, Table 8.1). In all cases an ERA-Interim climatology and blended tropopause

is used. The choice of resolution of ERA-Interim data had little influence on the cal-

culated water vapour perturbation (Chapter 7). It follows that it should also have only

a small influence on the radiative forcing. This can be seen in Figure 8.11. The use of

ERA-Operational data with the UGAMP trajectory model results in over-dispersion in

the vertical, leading to shorter lifetimes and smaller perturbations compared to ERA-

Interim calculations (Chapters 6 and 7). This is also reflected in the radiative forcing

calculations (Figure 8.11, Table 8.1). However, the difference is very small in March

(a factor of 1.03 in the global-mean). The sensitivity of radiative forcing to the mete-

orological data used to calculate the water vapour perturbation is less than that due to

interannual variability in the meteorology, and much less than that due to the choice of

emissions inventory.

The radiative forcing due to water vapour emissions is smaller in the summer months

compared to the winter months, as little as 20% of the winter values (see Figure 8.12,

Table 8.1). This is primarily due to the smaller perturbations resulting from the higher

tropopause along the busiest flight routes. There is also a small contribution from the in-

crease in shortwave forcing at high latitudes (not shown): the forcing from the shortwave

alone is 30% of the net forcing, compared to just 5% in the winter months.

The monthly-mean, global-mean adjusted radiative forcing at the blended tropopause is

shown in Figure 8.13. The annual cycle is the same as the annual cycle in total mass

of water vapour emissions in the stratosphere (Figure 7.12), with a maximum of 1.40

mW m−2 in March, and a minimum of 0.36 mW m−2 in August. The annual-mean
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Figure 8.11: Instantaneous (left) and adjusted (right) radiative forcing for January (top),
February (middle) and March (bottom) 2004 for perturbations calculated using full res-
olution ERA-Interim, low resolution ERA-Interim, and ERA-Operational trajectories.
Note that the results from the two sets of ERA-Interim trajectories are almost identical.

Figure 8.12: Instantaneous (left) and adjusted (right) radiative forcing for July, August
and September 2006.
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Figure 8.13: Global-mean monthly-mean adjusted radiative forcing for 2006.

global-mean adjusted forcing at the blended tropopause is 0.86 mWm−2 for 2006.

If the uncertainties associated with interannual variability, the choice of inventory and

meteorological data sets, the choice of tropopause definition, and the uncertainties asso-

ciated with the radiative calculation are assumed to be independent, then, for the cases

considered here there is a maximum uncertainty of 56% associated with the annual mean

adjusted radiative forcing. The uncertainty from the choice of inventory is ±30% based

on the difference between radiative forcing from AEDT and AERO2k emissions. In-

terannual variability in the meteorology introduces an uncertainty of ±25%, based on

the range of radiative forcing estimates for different winters. This represents an upper

limit as the uncertainty from interannual variability is based only on winter calcula-

tions here, and interannual variability is expected to be smaller in the summer months.

Following Myhre et al. (2009), a further ±25% comes from the radiative calculations.

An uncertainty of ±10% arises from the choice of meteorological data set, based on the

comparison results from ERA-Operational and ERA-Interim trajectories and tropopause

height. The choice of tropopause definition itself resulted in an uncertainty of ±30% in

stratospheric deposition in the NAFC. It is expected that it will result in a smaller un-

certainty in global-mean radiative forcing. However, this has not been tested, so it has

been assumed that the choice of tropopause definition also results in a ±30% uncer-

tainty in the radiative forcing, to give the largest uncertainty range. There is also up to a

5% underestimate in global-mean radiative forcing that results from neglecting Southern
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Hemisphere emissions. The square root of the sum of the squares of these uncertainties

gives an overall uncertainty of ±56%. Hence, the annual-mean global-mean adjusted

radiative forcing for 2006 is 0.86±0.48 mW m−2.

8.5 Comparison with previous estimates

The annual-mean global-mean adjusted radiative forcing of 0.86±0.48 mW m−2 is small

compared to some previous estimates of the radiative forcing due to aviation water

vapour emissions (e.g. IPCC (1999), Sausen et al. (2005), and Lee et al. (2009)).

However, it is comparable to the estimates of Gauss et al. (2003), Ponater et al. (2006),

and Fichter (2009). It is almost double the estimate presented by Marquart et al. (2001).

Previous estimates range from 0.8 mW m−2 for future fleets (Marquart et al., 2001) to

131 mW m−2 (Fortuin et al., 1995) for a present day fleet, although most are in the

region of 1 to 2 mW m−2 for present-day emissions.

Morris et al. (2003) also presented estimates of the radiative forcing due to subsonic

emissions at 54 and 82◦N. In winter they found radiative forcings of 2 mW m−2 and 4

mW m−2 respectively. However, in summer they find negative radiative forcings of -1

mW m−2 and -6 mW m−2. It seems very unlikely that such values are correct.

The largest estimate of the radiative forcing due to water vapour emissions was presented

by Fortuin et al. (1995). They found an instantaneous radiative forcing of up to 241 mW

m−2, and an adjusted radiative forcing of up to 131 mW m−2 in the summer. However,

this estimate is unlikely to be realistic. Fortuin et al. (1995) also found a very large

perturbation of up to 380 ppbv as a result of their assumption that water vapour emissions

had a stratospheric lifetime between 0.5 and 2.5 years. This lifetime is at least 6 times

larger than the lifetime found in this thesis, and is also much larger than the e-folding

lifetimes used in other studies.

Many previous estimates of the climate impact of water vapour emissions are made for

future scenarios, including forecast inventories and hypothetical fleets of aircraft. Gauss
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et al. (2003) present one such study, based on the NASA 2015 inventory, finding an

instantaneous radiative forcing of 2.6 mW m−2 for their H2O-K1 kerosene base case. As

radiative forcing scales with emissions, this value can be converted to an AEDT 2006

equivalent value by multiplying by a factor of 0.58 (the ratio of AEDT 2006 emissions to

NASA 2015 emissions). The annual-mean global-mean instantaneous radiative forcing

for 2006 was found in this work to be 1.61 mW m−2. The equivalent radiative forcing

from scaling the result from Gauss et al. (2003) is 1.51 mW m−2, which is similar to the

value found here.

Marquart et al. (2001) also estimate the radiative forcing due to water vapour emissions

in the NASA 2015 inventory. They found an adjusted radiative forcing of 0.8 mW

m−2. Scaling this value by a factor of 0.58 gives an AEDT 2006 equivalent adjusted

radiative forcing of 0.46 mW m−2, which is almost just over half the value found in

this thesis. It was suggested by Ponater et al. (2006) that their value is small because

their parameterised water vapour sink was too strong in the upper troposphere/lower

stratosphere, as a result of an overestimated background water vapour concentration in

their version of ECHAM4.

Using the same inventory, Ponater et al. (2006) found a radiative forcing of 2.8 mW

m−2 for a fleet of cryoplanes. These aircraft were assumed to follow the same routes as

existing aircraft, but emit 2.55 times more water vapour. Again assuming that scalings

in the emissions result in a similar scaling of the radiative forcing, this corresponds to a

radiative forcing of 0.64 mW m−2, which is smaller than the adjusted radiative forcing

of 0.86 mW m−2 found in this thesis.

The most recent estimate of the radiative forcing due to aviation water vapour emis-

sions was made by Fichter (2009). Fichter (2009) found an annual-mean global-mean

adjusted radiative forcing of 1.0 mW m−2 from TRADEOFF 2000 water vapour emis-

sions. She used the ECHAM/ATTILA model, which includes a Lagrangian transport

model, to evaluate the radiative forcing due to water vapour emissions in the TRADE-

OFF inventory. She scales her radiative forcing by 1.5 following the findings of Forster

et al. (2001) to account for uncertainties in the radiative transfer calculations, to give a
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final adjusted radiative forcing of 1.5 mW m−2.

A calculation of the annual-mean global-mean radiative forcing due to water vapour

emissions from the TRADEOFF inventory has also been performed here, using 2006

meteorology. It was shown in Section 7.2.5 that the idealised emissions distribution in

the QUANTIFY inventory results in a perturbation that is 30% smaller than that found to

result from AEDT emissions. Hence, a smaller radiative forcing compared to the AEDT

results was found. The global-mean adjusted radiative forcing is 0.53 mW m−2, which is

roughly half of the unscaled result presented by Fichter (2009). These large differences

in perturbation and radiative forcing suggest that there are some significant differences

in the transport and radiative calculations between the two methodologies (see Chapter

7).

In addition to focused evaluations of the impact of water vapour emissions, estimates of

the radiative forcing due to water vapour emissions are also presented in the assessments

of IPCC (1999), Sausen et al. (2005) and Lee et al. (2009). The forcings are 1.5 mW

m−2 (1992), 2.0 mW m−2 (2000) and 2.8 mW m−2 (2005) respectively. After scaling

Sausen et al. (2005) found that the 2000 equivalent of the IPCC (1999) forcing was 2.0

mW m−2, and Lee et al. (2009) found a 2000 value of 2.5 mW m−2.

Sausen et al. (2005) present mean values for the year 2000, found from the results of

the TRADEOFF project. No emissions inventory was available for 2000 at the time.

They used a 1991/92 movements base year, corrected by ICAO statistics, to give 2000

emissions. This gave 207.87 Tg(H2O) yr−1, compared to 232.68 Tg(H2O) yr−1 in AEDT

2006.

Sausen et al. (2005) scaled their CO2, O3 and CH4 results by 1.15, following IPCC

(1999), to account for the underestimate inherent in using an inventory. In IPCC (1999),

this scaling is also applied to the water vapour radiative forcing. However, Sausen et al.

(2005) do not discuss water vapour, so it is not entirely clear whether this scaling factor

was applied. With or without the scaling factor, the 1.5 mW m−2 for 2000 emissions is

larger than the 0.86 mW m−2 for 2006 emissions found in this thesis.
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Lee et al. (2009) use scaling arguments to calculate the radiative forcing of the non-

CO2 emissions from aviation. They scale Sausen et al.’s (2005) year 2000 result by the

ratio of total IEA fuel to the Sausen et al. fuel, as, even after Sausen et al.’s factor of

1.15 scaling, their fuel still represented an underestimate compared to the fuel sales data

of IEA. They then scaled this value, again using IEA fuel sales, to give an estimate of

radiative forcing for the year 2005. Lee et al.’s (2009) best estimate was 2.8 mW m−2.

This is much larger than the value found in this thesis, and also falls outside the upper

end of the uncertainty range.

Lee et al. (2009) also assigned numerical uncertainties to their best estimates using prob-

ability distribution functions (PDFs). For water vapour emissions, a lognormal distribu-

tion of values was assigned, and a Monte Carlo routine was used to calculate a discrete

PDF. The uncertainties presented by Lee et al. (2009) only relate to uncertainties in the

model evaluation, and do not include uncertainties in the underlying fuel usage. Their

90% likelihood range had a lower limit of 0.39 mW m−2, and an upper limit of 20.3 mW

m−2. The upper end of this range is over an order of magnitude larger than the estimate

from this thesis. Although Lee et al. (2009) acknowledge that their uncertainty ranges

could be overly large as they assumed that the uncertainties for each radiative forcing

component were entirely independent, the upper end of this uncertainty range still seems

implausible.
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8.6 Summary

The Edwards and Slingo (1996) radiative transfer model has been used to calculate the

radiative forcing due to aviation water vapour emissions at the ERA-Interim blended

tropopause using zonal-mean monthly-mean stratospheric water vapour perturbations

and a background climatology from ERA-Interim.

Monthly-mean global-mean radiative forcings were calculated for 2006 using 6 hourly

AEDT emissions, and 6 hourly ERA-Interim, at low spatial resolution. This reveals an

annual cycle in radiative forcing, with a maximum of 1.40 mW m−2 in March, and a

minimum of 0.36 mW m−2 in August. The annual-mean global-mean adjusted radiative

forcing at the blended tropopause was found to be 0.86±0.48 mW m−2.

The sensitivity of the calculated radiative forcing to interannual variability in the back-

ground meteorology, emissions inventory, and meteorological data set and resolution,

are consistent with the sensitivities seen in the perturbation concentrations. There is

a spread of up to a quarter of the maximum value in the forcings for the four winters

considered.

The choice of emissions inventory was found to influence the global-mean radiative

forcing by as much as a factor of two. Even when the forcings are normalised with

respect to the AEDT result to remove any differences due to different input mass, the

difference is still a factor of 1.35. This is due only to the difference in the distribution of

the water vapour emissions within the different inventories.

Radiative forcings calculated using perturbations found using ERA-Interim trajectories

are larger than those found using ERA-40 trajectories. This is consistent with the ex-

cessive vertical dispersion known to occur when ERA-40 data is used with the kine-

matic version of the UGAMP trajectory model (Chapter 6). However, the difference

is small: global-mean adjusted radiative forcings are a factor of 1.03-1.09 larger when

ERA-Interim perturbations are used compared to ERA-40 perturbations. The difference

in the radiative forcing due to perturbations from ERA-Interim at different resolutions is
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negligible.

It can be seen from comparison of the sensitivity experiments that it is the choice of emis-

sions inventory that has the largest impact on the final radiative forcing estimate. Both

interannual variability and the choice of emissions inventory have more of an influence

on the estimate of radiative forcing due to water vapour emissions than the meteorolog-

ical data set used for the trajectory calculations.

The best estimate of the adjusted radiative forcing due to aviation water vapour emis-

sions presented in this thesis is small compared to those presented in the comprehensive

assessments of IPCC (1999), Sausen et al. (2005), and Lee et al. (2009, 2010). How-

ever, none of these studies give any detail of their methods, and Lee et al. (2009) relies

entirely on scaling arguments to obtain their best estimate. The best estimate presented

here is closer to those given by Fichter (2009), Ponater et al. (2006), and particularly

Gauss et al. (2003), than those presented in these comprehensive assessments.

The most recent estimate of the radiative forcing due to aviation water vapour emissions,

2.8 mW m−2 was presented by Lee et al. (2009, 2010), along with a 90% likelihood

range. This best estimate is large compared to the estimate presented in this thesis, even

if the upper end of the uncertainty range is considered. The upper limit of Lee et al.’s

(2009, 2010) likelihood range was 20.3 mW m−2. This is more than 20 times larger

than the best estimate presented in this thesis. As it is difficult to scale the best estimate

found here to Lee et al.’s best estimate, this work suggests that it is very unlikely that

water vapour emissions from aircraft could cause a radiative forcing as large as 20 mW

m−2.
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Conclusions

The aim of this thesis is to quantify the impact of present-day aviation water vapour

emissions on climate, and its dependence on the variability of the atmospheric circula-

tion, and on emissions inventory. Emissions inventories have been used to determine the

mass and location of emissions when they enter the atmosphere. As only stratospheric

emissions are likely to produce a significant perturbation to the background atmospheric

humidity, a new blended tropopause definition has been developed, which allows wa-

ter vapour emissions and their subsequent location to be labelled as either tropospheric

or stratospheric. The accumulation of water vapour emissions in the stratosphere was

calculated using the UGAMP Lagrangian trajectory model, with the assumption that

emissions lost their stratospheric properties after excursions into the troposphere lasting

24 consecutive hours or more. This stratospheric water vapour perturbation, along with

the blended tropopause, could then be input to the Edwards and Slingo radiation code to

calculate the radiative forcing due to aviation water vapour emissions. The dependence

of the radiative forcing on the variability of the atmospheric circulation was tested using

meteorology from different winters, and fixed input emissions.

The large differences identified between emissions inventories provided a means to

test the sensitivity of the climate impact to flight path. The AEDT, QUANTIFY and

AERO2k inventories were studied in detail. The NASA and TRADEOFF inventories

228
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were also used to allow direct comparisons with previous studies. There were large

differences between the distribution of emissions within the different inventories, partic-

ularly in the vertical. These differences have been shown to be crucial to the calculated

climate impact of water vapour emissions.

The opportunity to produce a tropopause climatology based on the new tropopause def-

inition was taken from the need to produce a field of tropopause variables four times a

day for use in accumulation calculations. Key features were identified in this climatol-

ogy, and comparisons were made between climatologies derived from ERA-Interim and

ERA-40. Linear trends were calculated for the global-mean and zonal-mean tropopause,

and at each grid point to reveal the geographical structure of the trends. One of the most

striking features of this structure was the large height trends in the sub-tropics, indicative

of an expansion of the region with a high tropopause that is characteristic of the tropics.

Two new metrics were developed to quantify this expansion.

The main findings of this thesis are summarised in this Chapter, before suggestions are

made for further research.

9.1 Emissions inventories

• Significant differences were identified in the construction of the inventories, with

QUANTIFY being the most idealised, and AEDT using the most input data. These

differences resulted in differences in the total emissions and their distributions,

particularly in the vertical.

• Globally, AEDT emissions have a maximum at higher altitudes compared to QUAN-

TIFY and AERO2k. Emissions are distributed more evenly with height in AERO2k

than in other inventories. It is thought that such a distribution is not representative

of the vertical profile of actual emissions.

• Differences between the emissions distribution within the inventories are smaller

over the USA and North Atlantic, where more input data is used, and there is some
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overlap in the source of that data.

• It has been shown here that the direct deposition of emissions into the stratosphere,

their accumulation there, and their radiative impact are sensitive to the emissions

inventory used.

9.2 Tropopause definitions and climatologies

• There is no universally accepted definition of the tropopause. Two common tropopause

definitions were considered in this thesis: the WMO thermal tropopause, and a dy-

namic tropopause at the position where |PV|=2 PVU.

• There are difficulties in applying both the thermal and dynamic tropopause defini-

tions globally.

• In this thesis a flow-dependent blending was developed and used. In this blended

definition the smooth transition between the dynamic and thermal tropopause oc-

curs in the region bounded by the 350 K and 370 K isentropic surfaces.

• Climatologies of the tropopause have been produced, using the thermal, dynamic

and blended definitions, and ERA-Interim and ERA-40. The height of the blended,

thermal, and dynamic tropopauses, and the pressure, potential temperature, spe-

cific humidity, and zonal and meridional winds at the blended tropopause, have

been archived at 1◦×1◦×6 hour resolution for the whole of ERA-40, and for ERA-

Interim up to and including 2007.1

9.3 Tropopause trends

• Trends in tropopause variables were evaluated for the global and zonal-mean

tropopause, and also for each grid point. Trends were assumed to be linear, and

the least squares method was used for fitting.
1No analysis of specific humidity was performed here.
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• Trends in the global-mean annual-mean blended tropopause height were +47 m

decade−1 (-0.97 hPa decade−1) for ERA-Interim (1989-2007) and +39 m decade−1

(-0.8 hPa decade−1) for ERA-40 (1979-2001).

• There is a large difference between the thermal and blended tropopause trends

in ERA-40, with the height of the global-mean annual-mean thermal tropopause

increasing at a rate of +104 m decade−1 (-2.61 hPa decade−1). However, in the

later, improved ERA-Interim such a discrepancy between thermal and blended

tropopause trends is not apparent.

• Trends were identified in the Antarctic that were consistent with patterns in ozone

loss and recovery.

• A broadening of the tropics was identified from trends in tropopause height, and

tropopause-level zonal wind. This broadening was quantified using three metrics.

The first, based on a critical tropopause altitude, was adapted from Seidel and

Randel (2007). The second metric, which uses the ratio of subtropical height

trends to subtropical height gradients, and the third metric, based on easterly winds

and their tendencies, are both unique to this thesis.

• For 1989-2007, the rate of expansion was found to lie in the range 0.9◦ decade−1

to 2.2◦ decade−1. When the critical height and wind tendency metrics were used,

∼70% of the total expansion was into the SH. However, when height tendencies

were used it was found that the amount of expansion into the SH was dependent

on season, with 72% into the SH in DJF and 55% in JJA.

9.4 Stratospheric emissions

• The calculated amount of direct deposition of emissions into the stratosphere has

been shown to be sensitive to tropopause definition, emissions inventory, and in-

ventory resolution:
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– For February 2004 meteorology, 61% of monthly mean AEDT and QUAN-

TIFY emissions, and 52% of AERO2k emissions, enter the NAFC strato-

sphere directly.

– 61% of AEDT emissions enter the NAFC stratosphere directly in February

2004 when the blended tropopause is used. Only 44% of emissions enter the

stratosphere directly when the thermal tropopause is used.

– Positioning emissions at the top or bottom of a 1 km deep grid box results in

a difference in direct deposition into the stratosphere of 20%. This is reduced

to 2% when 152 m deep grid boxes are used.

• Calculated direct deposition of NAFC emissions into the stratosphere has been

found to be strongly correlated with average tropopause height, but not with the

NAO index.

• Seasonal cycles in direct deposition have been identified. In 2006 a maximum of

64% of AEDT emissions in the NAFC entered the stratosphere directly in March,

decreasing to 38% in June. Globally, a maximum of 31%, and a minimum of 16%,

of emissions entered the stratosphere directly in March and August respectively.

• e-folding lifetimes, calculated from 50-day long trajectories, increase rapidly with

increasing initial height above the tropopause.

• The e-folding lifetime of NAFC emissions released at the median cruise level of

225 hPa (∼11 km) is 40 days in January 2004, and 25 days in June 2004, when

ERA-Operational data is used. For emissions released over the USA, the e-folding

lifetime is 29 days.

• Longer e-folding lifetimes were found when ERA-Interim data was used to cal-

culate the trajectories: 54 days for NAFC releases at 225 hPa (∼11 km). This

difference is due to the over dispersion in vertical transport that occurs in the

UGAMP model when it is driven using ERA-Operational winds.

• It has been shown that the assumption of an e-folding lifetime is not necessarily

appropriate for emissions released far above the tropopause. Sets of particles re-
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leased near to the tropopause exhibited an exponential decay in particle numbers,

but as the initial distance above the tropopause was increased the decay became

steadily more linear.

• Only the accumulation of emissions in the stratosphere was considered here, as

significant accumulation relative to the background humidity is not likely to oc-

cur in the troposphere. Emissions were determined to have lost their stratospheric

properties after spending 24 consecutive hours in the troposphere. Although this

choice was somewhat subjective, it is believed that the choice of a 24 hour crite-

rion gives a good balance: permitting short-term excursions into the troposphere,

whilst not giving too much potential for spurious mixing.

9.5 Accumulated emissions

• A routine has been developed to calculate the accumulation of aviation water

vapour in the stratosphere from 2-day long trajectories. Mass was assigned to

the trajectories from an emissions inventory. Trajectory mass was set to zero if the

trajectory stayed below the tropopause for 24 consecutive hours.

• For JFM 2004, the zonal-mean monthly-mean water vapour perturbations had

maxima of 60, 64, and 70 ppbv in JFM respectively. In each case the maximum

was located at 11 km, near the altitude of maximum emissions. The shape of

the perturbation followed the position of the tropopause. The mean stratospheric

lifetime of emissions in this case study was found to be 10 days.

• A degree of internanual variability was apparent in the four winters considered

(JFM 1995,1996,1998). The largest range in maximum zonal-mean perturbations

was found in January, when values ranged from 60 to 66 ppbv.

• There was no clear relationship between the NAO index and the structure and

magnitude of the perturbation.



Chapter 9: Conclusions 234

• Apart from the sensitivity to the tropopause definition discussed in the previous

Section, the largest sensitivity was to the emissions inventories. The choice of

emissions inventory influenced the magnitude of the maximum zonal-mean per-

turbation by up to a factor of two. After normalising the accumulated mass to the

AEDT inventory, the difference was a factor of 1.4.

• The calculated perturbations were found to be sensitive to whether ERA-40 or

ERA-Interim trajectories were used, but not to the resolution of the ERA-Interim

data. The column total and zonal-mean perturbations were larger when trajecto-

ries were calculated from ERA-Interim data, which is consistent with the longer e-

folding lifetimes found from ERA-Interim trajectories compared to ERA-Operational.

• In 2006 there was a strong seasonal cycle in the total mass of emissions deposited

in the stratosphere, and the maximum zonal-mean perturbation. The peak zonal-

mean perturbation has a maximum of 85 ppbv in April, and a minimum of 50 ppbv

in July. The latitude at which the maximum zonal-mean perturbation occurs has a

bimodal distribution, occurring either in the midlatitudes, or near the pole.

9.6 Radiative forcing due to emissions

• The annual-mean radiative forcing due to AEDT 2006 water vapour emissions

was found to be 0.86±0.48 mW m−2. If the uncertainties associated with interan-

nual variability, the choice of inventory and meteorological data sets, the choice

of tropopause definition, and the uncertainties associated with the radiative calcu-

lation are assumed to be independent, then, for the cases considered in this thesis

there is a maximum uncertainty of 56% associated with the annual mean adjusted

radiative forcing.

• The global-mean annual-mean instantaneous radiative forcing was found to be

1.61 mW m−2.

• The global-mean annual mean adjusted radiative forcing found here is less than

half of the recent estimate of Lee et al. (2009, 2010). Additionally, their best esti-
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mates of the radiative forcing due to linear contrails, carbon dioxide, and aviation

induced cirrus, are 14, 33, and 38 times larger than the estimate of forcing due to

aviation water vapour emissions found here. Their upper limit of the forcing due

to aviation induced cirrus is over 100 times larger. (Figure 9.1)

• Interannual variability in the global-mean monthly-mean radiative forcing due to

AEDT emissions was investigated using radiative forcings for JFM 1995, 1996,

1998, and 2004. Variability had a maximum in March, out of the three months

considered, with forcings from 1.11 to 1.45 mW m−2. In January and February

radiative forcing ranged from 1.32 to 1.44 mW m−2 and 1.29 to 1.51 mW m−2

respectively.

• The radiative forcing was found to be sensitive to the emissions inventory used

to calculate the perturbation. The radiative forcing due to AEDT emissions are

a factor of 2 larger than those from AERO2k. After normalisation this factor

reduced to just over a third.

9.7 Discussion

The radiative forcing found here is small compared to the best estimates given in the

assessments of Lee et al. (2009, 2010) and Sausen et al. (2005). However, it is compa-

rable to the estimates of Gauss et al. (2003), Ponater et al. (2006) and Fichter (2009),

all of whom produced more detailed estimates than Sausen et al. (2005) and Lee et al.

(2009, 2010).

The calculations of Gauss et al. (2003) yield a global-mean annual-mean instantaneous

radiative forcing of 1.51 mW m−2 (after scaling to AEDT 2006). This is in good agree-

ment with the 1.61 mW m−2 found in this thesis. Ponater et al. (2006) found an adjusted

radiative forcing which, when scaled to AEDT 2006, is 0.64 mW m−2. This is smaller

than the 0.86 mW m−2 found here, but within the range of uncertainty.
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‘medium’, ‘medium-low’, ‘low’, and ‘very low’, where ranks of ‘very
low’ are not evaluated for a range (but see below).

A LOSU of high is assigned to CO2, consistent with Sausen et al.
(2005). We depart from Sausen et al. (2005) by attributing a LOSU
for O3 and CH4 of medium-low. This is because recent assessments
of the effect of aircraft NOx on O3 and CH4 forcings from a GWP
emission pulse in CTMs/CCMs, or a sustained emission approach,
have revealed larger discrepancies between models than might
have been expected from a conventional pseudo steady-state
simulation (Forster et al., 2007a; Fuglestvedt et al., in press). LOSUs
of low are assigned to water vapour, sulphate aerosol, soot aerosol
and contrails for a variety of reasons: most importantly, there are
few assessments of water vapour, sulphate and soot RFs. Addi-
tionally for soot, the emissions index is only poorly known. For
contrails, the LOSU remains low since there is a paucity of obser-
vational data of contrail coverage with which global coverage can
be normalized. In addition, satellites have difficulty discriminating
between visible and sub-visible contrails and assessing the optical
thickness, which almost linearly affects the forcing calculation
(Meerkötter et al., 1999). A LOSU of very low is assigned to AIC,
which is somewhat in contradiction to the evaluation scheme set

out by Forster et al. (2007a) in that a range is given here. However,
this has been done since the original authors (Stordal et al., 2005)
provided a range. Overall, a LOSU of low is assigned to total aviation
RF, principally because of the non-CO2 factors that represent at
least 50% of the total RF.

The assessment of uncertainty within IPCC reports has become
more rigorous over the years (e.g., Box TS-1 of IPCC AR4WGI, 2007).
RF uncertainties have been primarily based upon the range of
values derived from different published studies, with a subjective
assessment as to howmuch of the overall likely range is covered by
available studies. The assessment of persistent linear contrails and
net anthropogenic RF in Forster et al. (2007a) gave best estimates
and 90% likelihoods for their RFs. Insufficient knowledge meant
that it was not possible to quote a 90% likelihood range or best
estimate for AIC, but rather a possible range was given, based upon
Sausen et al. (2005), who adopted the values of Stordal et al. (2005).
In handling uncertainties of aviation RFs, IPCC (1999) gave 67%
likelihood ranges for all the RFs except AIC. For AIC there was no
best estimate reported and hence no likelihood range possible.

Uncertainties used in this work are given in Tables 2 and 3 and
shown in Figs. 4 and 6. The approach follows Forster et al. (2007a)

Fig. 4. Radiative forcing components from global aviation as evaluated from preindustrial times until 2005. Bars represent updated best estimates or an estimate in the case of
aviation-induced cloudiness (AIC) as listed in Table 2. IPCC AR4 values are indicated by the white lines in the bars as reported by Forster et al. (2007a). The induced cloudiness (AIC)
estimate includes linear contrails. Numerical values are given on the right for both IPCC AR4 (in parentheses) and updated values. Error bars represent the 90% likelihood range for
each estimate (see text and Tables 2 and 3). The median value of total radiative forcing from aviation is shown with and without AIC. The median values and uncertainties for the
total NOx RF and the two total aviation RFs are calculated using a Monte Carlo simulation (see text). The Total NOx RF is the combination of the CH4 and O3 RF terms, which are also
shown here. The AR4 value noted for the Total NOx term is the sum of the AR4 CH4 and O3 best estimates. Note that the confidence interval for ‘Total NOx’ is due to the assumption
that the RFs from O3 and CH4 are 100% correlated; however, in reality, the correlation is likely to be less than 100% but to an unknown degree (see text). The geographic spatial scale
of the radiative forcing from each component and the level of scientific understanding (LOSU) are also shown on the right.

D.S. Lee et al. / Atmospheric Environment 43 (2009) 3520–35373526

Figure 9.1: Radiative forcing components from global aviation, from Lee et al. (2009).
The coloured bars indicate the best estimate, and the white lines show the IPCC AR4 es-
timate. Numerical values of these estimates are given on the right, IPCC AR4 estimates
are in brackets. The bars indicate the 90% confidence interval. ‘LOSU’ is the level of
scientific understanding.
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The recent estimate of Fichter (2009) is produced using a Lagrangian transport model,

but at a lower resolution than the calculations presented in this thesis. She found a

radiative forcing of 1.0 mW m−2 (1.19 mW m−2 if normalised to AEDT 2006), which

she scaled to 1.5 mW m−2 to account for radiative forcing uncertainties. This is larger

than the radiative forcing found in this thesis, but is still within the uncertainty range.

The adjusted radiative forcing presented in this thesis is three times smaller than the best

estimate of 2.8 mW m−2 presented by Lee et al. (2009). Additionally, the Lee et al. best

estimate is two to four times larger than the recent estimates of Fichter (2009), Ponater

et al. (2006), and Gauss et al. (2003). As Lee et al. find their estimate from scaling

arguments alone, this suggests that their best estimate is too large.

Additionally, Lee et al. (2009) present a 90% likelihood range with their best estimate

(Figure 9.1). This has a maximum value of 20 mW m−2, which is far larger than the

estimate presented in this thesis. The only previous study where such a large value of

radiative forcing was found to result from aviation water vapour emissions is Fortuin et

al. (1995), who assumed an unrealistically large 0.5 year lifetime. As it is difficult to

reach even the best estimate of Lee et al. (2009) by scaling the result from this thesis,

an upper bound to the uncertainty range that is at least an order of magnitude larger than

all other recent estimates does not seem plausible.

9.8 Possible topics of future research

The largest source of uncertainty in this work has been the emissions inventories used.

The differences between the distribution and mass of emissions within the different in-

ventories is large. Such differences are compounded by the fact that the inventories are

for different years. Furthermore, the reliance of inventories on the use of scheduled flight

data and idealised routing, in some cases more than others, the assumption of a standard

atmosphere with no winds, and the use of load factor assumptions, means that the total

fuel burn in the inventories is an underestimate. The underestimate can be accounted

for by scaling inventory emissions to IEA fuel sales. However, this makes the implicit
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assumption that the distribution of emissions within the inventory is realistic. This is

not necessarily the case, as there is currently no inventory available that does not rely on

cruise altitude assumptions for large parts of the world. It has been shown in this thesis

that the climate impact of water vapour emissions is strongly dependent on their vertical

distribution. Ideally, future work should be performed using actual emissions data, or at

least actual movement data, to avoid such uncertainties.

The interannual variability of stratospheric perturbations due to aviation water vapour

emissions was investigated in this thesis. However, the source of this variability could

not be attributed to a single cause. It is possible that the release of emissions from speci-

fied geographical regions may provide more information about the impact of interannual

variability on the perturbation due to aviation water vapour emissions. It would certainly

be simpler to determine whether meteorology local to the input region, or zonal-mean

meteorology had a greater influence on the accumulation of emissions.

In this thesis, e-folding lifetimes were calculated for different release altitudes. The as-

sumption of an exponential decay in particle numbers was shown to be inappropriate

for emissions released far above the tropopause. The stratospheric lifetime of emissions

can be calculated directly from the mass of accumulated emissions, without the need for

such assumptions. Such a calculation was performed in this work, but only for the strato-

sphere as a whole, giving an average emission lifetime. If the accumulation code was

run for a series of emission releases at specified altitudes, then a vertical profile of emis-

sions lifetimes could be constructed. This would allow a comparison with the e-folding

lifetime profile, and reveal how much of an error is associated with the assumption of an

e-folding lifetime.

The broadband Edwards and Slingo radiative transfer model was used in this work.

There are uncertainties associated with the use of any broadband radiative transfer model,

as many approximations need to be made. If time allows in any future studies, it would

be instructive to perform at least a portion of the radiative forcing calculations using a

line-by-line code.

Of all the aviation induced radiative forcings, that due to water vapour is small and rela-
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tively well constrained, especially compared to aviation induced cirrus (see Figure 9.1).

Therefore, it is more important that further work on quantifying the climate impact of

aviation focuses on other components of the net aviation radiative forcing, and contrail

cirrus in particular, instead of water vapour emissions. However, it will still be important

to consider water vapour emissions in future scenarios like changes in flight routing and

fuel modifications, when water vapour emissions can be the dominant forcing (IPCC,

1999).

It would be possible to reduce the climate impact of aviation water vapour emissions

by adopting lower cruise altitudes, as this would reduce the direct deposition of emis-

sions into the stratosphere. Fichter (2009) showed that increasing or decreasing cruise

altitudes by just 2000 ft caused 40% increases or decreases in the radiative forcing due

to water vapour emissions. However, when considering all of the components of the

climate impact of aviation together, the solution is not so simple, as a reduction in

cruise altitude will cause increases in the climate impact of other emissions. For ex-

ample, emissions of carbon dioxide would increase as more fuel would need to be burnt

to maintain cruising speeds at their present values, and it is likely that more contrails

would be formed as more aircraft would be flying just below the tropopause. As the

estimates of the individual aspects of the climate impact of aviation are constrained, the

focus of future work can be shifted to identifying operational procedures that minimise

the overall climate impact of aviation.

In this thesis, tropopause trends were only evaluated for the ERA-40 and ERA-Interim

data sets. It would be useful to compare these results to trends in the blended tropopause

using other reanalyses. This would reveal whether the comparatively small blended

tropopause trends were a feature unique to the tropopause definition itself, or whether

this result was in some way dependent on the reanalysis data. It would also be inter-

esting to examine the spatial structure of tropopause trends in the SH using a different

reanalysis (e.g. NCEP), as reanalyses are still quite dependent on their underlying model

in this region, which may result in different trends. It would also be interesting to see the

results of using the broadening metrics with different reanalysis, or even observational,

data.
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The mechanisms behind the expansion of the tropics are poorly understood, and the ob-

served rate of expansion exceeds model projections, sometimes significantly. At present,

there is no consensus as to the primary cause(s) of tropical broadening, so further study

is required to understand the mechanisms.
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S., Hólm, E., Hoskins, B. J., Isaksen, L., Janssen, P. A. E. M., Jenne, R., Mcnally,

A. P., Mahfouf, J. -F., Morcrette, J. -J., Rayner, N. A., Saunders, R. W., Simon,

P., Sterl, A., Trenberth, K. E., Untch, A., Vasiljevie, D., Viterbo, P., and Woollen,

J., 2005: The ERA-40 re-analysis, Q. J. R. Meteorol. Soc., 131, 2961-3012, doi:

10.1256/qj.04.174

Uppala, S. M., Dee, D., Kobayashi, S., Berrisford, P., and Simmons, A., 2008: To-

wards a climate data assimilation system: status update of ERA-Interim, ECMWF

Newsletter, 115, 12–18.

Van Velthoven, P. F. J., and Kelder, H., 1996: Estimates of stratosphere-troposphere

exchange: Sensitivity to model formulation and horizontal resolution, J. Geophys.

Res., 101, 1429–1434.

Wernli, H., and Bourqui, M., 2002: A Lagrangian ‘1-year climatology’ of (deep) cross-

tropopause exchange in the extratropical Northern Hemisphere. J. Geophys. Res.,

107(D2), 4021, doi: 10.1029/2001JD000812.

Wielicki, B. A., Wong, T., Allan, R. P., Slingo, A., Kiehl, J. T., Soden, B. J., Gor-

don, C. J., Miller, A. J., Yang, S-K., Randall, D. A., Robertson, F., Susskind, J.,

and Jacobowitz, H., 2002: Evidence for Large Decadal Variability in the Tropical

Mean Radiative Energy Budget, Science, 295(5556), 841–844. doi: 10.1126/sci-

ence.1065837

WMO, 1957: Definition of the tropopause. WMO Bulletin, 6, World Meteorological

Organisation, Geneva.

WMO, 1986: Atmospheric ozone, Tech. Rep., 16, World Meteorological Organisation,



Bibliography 256

Geneva.

Zängl, G., and Hoinka, K. P., 2001: The Tropopause in the Polar Regions, J. Clim.,

14(14), 3117–3139.



Acronyms and Abbreviations

AEDT Aviation Environment Design Tool
AERO2k An EC Fifth Framework Programme project,

providing an emissions inventory for 2002
AEROCERT Aircraft Environmental Impacts of Certification Criteria
AMOC Air traffic flow management MOdelling Capability
ANCAT Abatement of Nuisances Caused by Air Transport
AR4 IPCC Fourth Assessment Report
ATTILA Atmospheric Tracer Transport In a LAgrangian model
BADA Base of Aircraft DAta
CAA Civil Aviation Authority
CAEP Committee on Aviation Environmental Protection
CCM Chemistry Climate Model
CHEM Chemistry module that can be coupled to the ECHAM model
CTM Chemistry Transport Model
DLR Deutsches Zentrum für Luft und Raumfahrt
DOE Department Of Environment
EC European Commission
EC39A ECHAM4.L39(DLR)/CHEM/ATTILA
ECHAM ECMWF model, HAMburg version
ECHAM4.L39(DLR) Version 4 of ECHAM with 39 vertical levels, developed at DLR
ECMWF European Centre for Medium Range Weather Forecasts
ENSO El Niño Southern Oscillation
ERA ECMWF ReAnalysis
ES Edwards and Slingo radiative transfer code
ETMS Enhanced Traffic Management System
FAA Federal Aviation Administration
FAST Future Aviation Scenario Tool
FDH Fixed Dynamical Heating
GCM General Circulation Model
GEWEX Global Energy and Water cycle EXperiment
GOES Geostationary Operational Environmental Satellite
GOME Global Ozone Monitoring Experiment
GSOP Global Synthesis and Observations Panel
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HIRS High resolution Infrared Radiation Sounder
ICAO International Civil Aviation Organisation
IEA International Energy Authority
IFR Instrument Flight Rules
IFS Integrated Forecast System
INM Integrated Noise Model
IPCC Intergovernmental Panel on Climate Change
ISA International Standard Atmosphere
ISSCP International Satellite Cloud Climatology Project
JRA Japanese ReAnalysis
LRC Long Range Cruise
LTO Landing and Take-Off
MODIS Moderate Resolution Imaging Spectroradiometer
MSU Microwave Sounding Unit
NAFC North Atlantic Flight Corridor
NAO North Atlantic Oscillation
NASA National Aeronautics and Space Administration
NCAR National Center for Atmospheric Research
NCEP National Centres for Environmental Prediction
OAG Official Airline Guide
OECD Organisation for Economic Co-operation and Development
PCM Parallel Climate Model
PIANO Project Interactive ANalysis and Optimization
PNA Pacific North American pattern
PV Potential Vorticity
QGPV Quasi Geostrophic Potential Vorticity
QUANTIFY An EC Sixth Framework Programme project,

providing an emissions inventory for 2000
RPK Revenue Passenger Kilometres
SAM Southern Annular Mode
SBUV Solar Backscatter UltraViolet radiometer
SST Sea Surface Temperature
STE Stratosphere to Troposphere Exchange
STT Stratosphere to Troposphere Transport
TOMS Total Ozone Mapping Spectrometer
TRADEOFF An EC Fifth Framework Programme project,

providing an emissions inventory for 2000
VFR Visual Flight Rules
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