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Model to Diagnose Problems with Ice Sublimation Depth

Scales in Forecast Models
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Abstract: Several previous studies have attempted to assess the sublimation depth scales of ice particles from clouds into clear
air. Upon examining the sublimation depth scales in the Met Office Unified model (MetUM), it was found that the MetUM has
evaporation depth scales of 2–3 times that of radar observations. Similar results can be seen in the ECMWF, RACMO and Météo-
France models. In this study, we use radar simulation (converting model variables into radar observations) and 1-dimensional explicit
microphysics numerical modelling to test and diagnose the cause of the deep sublimation depth scales in the forecast model. The
MetUM data and parametrization scheme is used to predict terminal velocity, which can be compared to the observed Doppler
velocity. This can then be used to test the hypothesis for why the sublimation depth scale is too large within the MetUM. Turbulence
could lead to dry air entrainment and higher evaporation rates; particle density may be wrong, particle capacitance may be too high
and lead to incorrect evaporation rates or the humidity within the sublimating layer may be incorrectly represented. We show that
the most likely cause of the deep sublimation zones is the incorrect representation of model humidity in the layer. This is tested
further by using a 1-dimensional explicit microphysics model, which tests the sensitivity of ice sublimation to key atmospheric
variables and is capable of including sonde and radar measurements to simulate real cases. Results suggest that the MetUM grid
resolution at ice cloud altitudes is not sufficient enough to maintain the sharp drop in humidity that is observed in the sublimation
zone. Copyright c© 2009 Royal Meteorological Society
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1 Introduction

Clouds are an important constituent of the climate system
(Arking, 1991; Quante, 2004) and are one of the major
uncertainties in general circulation model forecasts
of future climate. The representation of ice clouds in
operational weather and climate models is not only
crucial to radiative transfer (e.g. Stephens et al., 1990;
Senior and Mitchell, 1993; Lohmann and Roeckner,
1995), but can have several implications for both
the dynamics and the thermodynamics of the model.
Clough and Franks (1991) and Clough et al. (2000)
showed that the dynamics of operational models can be
altered significantly by the evaporation of ice beneath
clouds.

Using simple numerical models, several previous
researchers (Hall and Pruppacher, 1976; Harris, 1977;
Heymsfield and Donner, 1990; Clough and Franks, 1991)
have established a mean depth scale of sublimation from
ice to vapour within ice clouds. They all suggested that
due to the low bulk density and fall velocity the sublima-
tion should, in theory, take place in a shallow layer, of the
order of a few hundred metres in depth.
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Forbes and Hogan (2006), (hereafter FH06) used
cloud radar to estimate the sublimation depths of parti-
cles beneath approaching warm fronts. They found that,
on average, the ice water content decreased from its
maximum value to 10% of the maximum in a depth of
around 500 m, with no evaporation layer greater than a
depth of 1 km. When they examined data from the Met
Office Unified Model (hereafter MetUM) they observed
that this “evaporation zone” was 2 to 3 times the depth
shown in the observations. The mis-representation of this
layer means that the MetUM does not accurately rep-
resent the cooling around the base of the ice clouds
(of order 1 K hour−1). FH06 then showed that this
can lead to the front developing incorrectly within the
model. This can eventually lead to the incorrect posi-
tion of the front and its associated rainbands. Wilkinson
(2007) extended FH06 to other operational models from
the Cloudnet programme (See Illingworth et al., 2007 for
model details). The models used were the prognostic
ECMWF model and the KNMI regional atmosphere cli-
mate model (RACMO); and the diagnostic Météo-France
model. Wilkinson’s analysis found that all the model stud-
ied suffered from the same exaggerated evaporation depth
zone as shown in table I. The prognostic models overesti-
mate the depth of the evaporating layer, which implies that
the deeper-than-observed evaporation zone is not unique
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2 J. M. WILKINSON ET AL.

to the MetUM. Also of interest is the large standard devi-
ation of the evaporation zones for the prognostic mod-
els, which implies that different situations affect the rate
of evaporation. It should also be noted that although the
diagnostic Météo-France model has a lower depth fac-
tor, Illingworth et al. (2007) show that it has difficulty in
expressing accurate amounts of ice water content at the
time of study.

FH06 suggested several candidates that may cause
the poor representation of this layer in the MetUM:

(i) The MetUM vertical grid resolution may be too low
at ice cloud altitudes, and so does not allow for a
sharp decrease in prognostic variables such as ice
water content.

(ii) The relative humidity in the MetUM may be too
great beneath the evaporating ice cloud.

(iii) The MetUM’s ice particle terminal fall speed may
be too high.

(iv) The numerics in the MetUM may be too diffusive.
(v) The Parametrized ice evaporation rate may be too

low. Although the input variables of temperature
and humidity may be correct, the equations used to
represent evaporation may be wrong.

In addition, two further possible candidates can be identi-
fied:

(vi) The MetUM does not account for rapid turbulence
within the sublimation region which could entrain
dry air and increase evaporation rates.

(vii) There is evidence (Westbrook et al., 2008) that the
capacitance term used by numerical models may
be incorrect for aggregates, which are the dominant
particle type in the evaporating layer.

Given that several models are shown by Wilkinson
(2007) to suffer from the same problem, the hypotheses
suggested for the MetUM can be extended to all the
forecast models, however, it should be noted that it may
not be a common problem that is causing the deeper-than-
observed evaporation zone in the models.

Since the period of study described in FH06, the
94-GHz radar at Chilbolton has been updated to mea-
sure the vertical Doppler velocity, which can be used
to examine the fall velocity of the evaporating ice crys-
tals and the standard deviation of mean Doppler veloc-
ity, from which the turbulent kinetic energy dissipation
rate can be inferred, using the method of Bouniol et al.
(2003). The latter is one of several cloud products that
have now become available as part of the Cloudnet project
(Illingworth et al., 2007), which includes other relevant
properties of clouds such as ice water content.

In this paper, we examine each of the hypotheses (i)
to (vii) in turn, using Doppler radar observations. To do
this, we shall simulate the Doppler velocity observed by
the radar using MetUM variables and parametrizations.
Most studies (e.g. Illingworth et al., 2007) derive model
variables from radar observations, but this technique is

useful as it allows the prediction of the radar Doppler fall
velocity from the model and hypothesis (iii) to be tested.

Section 2 illustrates the data used in this study and
describes the methodology. Section 3 examines and rejects
some of the hypotheses using Doppler radar simulation.
Section 4 focuses on the humidity hypotheses. In order
to fully identify the cause, some 1-dimensional explicit
microphysics modelling is done in section 5. Conclusions
are drawn in section 6.

2 Data and Methodology

2.1 94-GHz Radar Data

The instrument used for this study is the vertically-
pointing 94-GHz radar at the Chilbolton Observatory in
Hampshire. Since July 2001, it has been able to mea-
sure Doppler parameters in addition to the standard radar
reflectivity (Z). It operated continuously (apart from short
periods of occasional maintenance) between January 2003
and March 2004, and thus provides a long data set of
the presence and microphysical properties of ice cloud;
the data for this study are taken from this period. The
three parameters used in this study are Z, Doppler veloc-
ity (VDop), which is a measure of the reflectivity-weighted
vertical velocity of the ice particles as they fall from the
cloud; and standard deviation of mean Doppler velocity
(σv̄). It should be noted that this parameter is different
from Doppler Spectral Width (see Bouniol et al., 2003).

2.2 Met Office Model Data

The model used in this study is the Met Office Unified
Model at 12km (mesoscale) resolution. The MetUM time
series is generated by taking hourly vertical profiles of
the grid boxes that lie above Chilbolton, from 6–11 hour
forecasts, initiated four times each day. These hourly snap-
shots give values of MetUM wind, temperature, relative
humidity and ice water content (IWC). The microphys-
ical cloud parametrizations used by Wilson and Ballard
(1999) are used to obtain radar reflectivity (Z) and
Doppler velocity VDop from MetUM data, so that they
can be compared with the radar data. This methodology
is detailed in appendix I.

2.3 Selection of Data

The data were selected subjectively from a variety of cases
of evaporating ice from January 2003 to March 2004. The
following criteria were applied to the radar and MetUM
data:

(i) Ice data only. The temperature at cloud base in each
ice water content profile should remain below 0◦C
so that any ice is evaporating rather than melting.
Mixed-phase cloud is also rejected using data from
the Chilbolton 905-nm lidar ceilometer to locate the
presence of liquid water in the radar data, as in
Hogan et al. (2003b)
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RADAR AND MODELLING TO DIAGNOSE ICE SUBLIMATION DEPTH SCALE PROBLEMS 3

Model Cloud Vertical Grid Mean Standard Depth
Ice Variable Resolution Evaporation Deviation of Factor
Treatment at 5 km Zone Depth Evaporation

Zone Depth
Met Office Prognostic 615 m 1614 m 630 m 2.55
ECMWF Prognostic 529 m 1334 m 865 m 2.10

Météo-France Diagnostic 502 m 912 m 452 m 1.44
RACMO Prognostic 532 m 1317 m 714 m 2.08

Table I. Summary of evaporation zone depths, cloud schemes and grid resolution from four Cloudnet models, taken from Wilkinson
(2007). The depth factor is the ratio of model and radar mean evaporation zone depths, so a depth factor of two would imply that the mean

model evaporation zone depth is twice the radar observations.

Figure 1. Radar variables observed above Chilbolton on 23 January 2004. In this case, they show a typical case of evaporating ice beneath an
approaching warm front. (a) Radar reflectivity, (b) Doppler velocity. The high velocity in the rain beneath the front can easily be seen and contrasted

with the lower values in the ice clouds. (c) Standard deviation of mean Doppler velocity, which can be used to infer the turbulence of the air.

(ii) In order to obtain a high enough ice water con-
tent for a sensible evaporation measurement to be
obtained, the duration of the ice clouds had to be for
at least 2 hours and the clouds had to be at least 2
km thick in the vertical.

(iii) Absence of Rain. Any hours that contained any rain
amongst the ice data were rejected, even if there
was ice present above the falling rain. This is for
two reasons. Firstly, the presence of rain suggests
melting, rather than evaporation is taking place.

This is the case after 17.00 UTC in the example
shown in figure 1. Secondly, in a few cases, some
shallow convective cloud was found to be raining
beneath and separate from the evaporating fronal ice
cloud above. This data was still removed from the
study as the radar signal can be severely attenuated
in rain by attenuation (Lhermitte, 1990) and by rain
lying on wet radomes (Hogan et al., 2003a).

The depth of the evaporation zone was defined by the same
method as FH06. The evaporation zone is said to be the
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region between the maximum IWC in a profile and the
height below where the IWC had decreased to 10% of this
maximum (i.e. 90% of the ice had evaporated from the
profile).

To compare radar data, (which has a 30-s time res-
olution and 60 m vertical resolution), with MetUM data,
(which has a one hour time resolution and a vertical res-
olution that varies from 500 m to 750 m in the mid-
troposphere), is rather difficult due to the large resolution
difference between the two grids. Also, performing long
temporal averages through sloping ice cloud (such as that
in figure 1) may causes problems. An average at con-
stant height may include clear air ahead of the ice cloud
and as the cloud base descends, the calculation may also
include the mid-cloud or clear air above the cloud as well
as the cloud base and evaporation zone we are interested
in studying.

To solve these problems, the radar and MetUM data
are put on the same grid, with the top of each evaporation
zone set at the same altitude. This is done as follows:

1. The radar data (reflectivity, IWC and Doppler veloc-
ity) are averaged to a one-hour resolution, consist-
ing of 120 radar profiles of 30 seconds duration.
The vertical grid resolution remains the same. This
horizontal averaging removes some of the effects of
updraughts and downdraughts on the vertical veloc-
ity within the cloud. All radar reflectivity is lin-
early averaged and the Doppler velocity average is
reflectivity-weighted.

2. The MetUM data are linearly interpolated on to the
radar height grid.

3. The profiles of both radar and MetUM are adjusted
vertically to account for any slope in the ice cloud.
This is done by finding the height of the maximum
reflectivity value in each hourly radar or MetUM
profile and shifting it up or down, so that the
maximum value occurs at an adjusted altitude (zadj)
of zero.

The entire process is shown in figure 2. In our compar-
isons, we also adjust quantities other than radar reflectiv-
ity (e.g. Doppler Velocity or standard deviation of mean
Doppler velocity). In these cases, to ensure all the data lie
on the same grid, any adjusting is still done relative to the
maximum value of reflectivity for each profile; adjusting
each quantity to its maximum value would cause a bias in
the results.

Once this procedure is complete, it is possible to
time-average the entire data set and produce a profile of
the mean radar reflectivity and fall velocities versus height
relative to the peak in Z, Zadj .

3 Hypothesis Testing

A total of 89 hours of evaporating ice were selected
from cases over the period from January 2003 to March
2004. From these data, some of the hypotheses suggested
by FH06 and Wilkinson (2007) could be tested. Many
candidates were tested and rejected as follows:

Figure 2. Transformation of radar and MetUM reflectivity (Z) data
from 4 March 2004 to allow fair comparison. Radar data are shown in
the left column (a, c and e), MetUM data on the right (b, d and f). The
raw data are on the top row (a and b). The centre row shows the result
of averaging the radar data to a 1-hour resolution (c) , while the MetUM
data have been interpolated to the radar height grid (d). The bottom row
shows the result of the adjusting of both data sets such that each profile

has its maximum Z at a zadj of zero.

3.1 Particle Terminal Velocity

Figure 3 shows a comparison between the radar and
MetUM reflectivity (Z), and between the Doppler fall
velocity (VDop) obtained from radar measurements with
the Z-weighted fall velocity obtained from the model
parametrization. It can be seen that the values of Z from
the MetUM are about 3 dBZ too large above Zadj of
zero. This could be due to the MetUM density function
being too large, which will be examined more rigorously
in section 3.3.

Comparing the MetUM Parametrized fall velocity
with the observed Doppler velocity is trickier as the radar
Doppler fall velocity is a sum of the vertical air veloc-
ity (va), and the Z-weighted mean ice particle terminal
fall velocity (vt).The air velocity within ice clouds can
vary from a few cm s−1 to a couple of metres per sec-
ond, although this latter value is very rare. A typical ice
particle terminal fall velocity is on the order of 1 m s−1. It
is therefore possible that the vertical velocities observed
could be influenced by the presence of updraughts and
downdraughts in the data. Within the middle of the cloud,
the hourly-mean Doppler velocity will include the contri-
bution from updraughts and downdraughts, although these
contributions are likely to be very small due to the averag-
ing and hence v̄a � v̄t.

However, around the cloud base, the air generally
becomes more turbulent. This is apparent in the standard
deviation of mean Doppler velocity, shown in figure 1(c).
Here, the contribution from updraughts and downdraughts
is likely to be larger and the hourly-averaged Doppler
velocity may include a significant period of data where
the vertical air velocity is either an updraught or a down-
draught. This is especially of relevance where at the base
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Figure 3. Profiles of (a) radar reflectivity, Z and (b) Doppler fall
velocity, VDop averaged over 89 hours. The grey lines on the Doppler
velocity plot give an estimate of the error on the radar fall velocity due
to preferential sampling of updraughts and downdraughts throughout the

cloud (see text for details).

of the cloud, the averaging includes a large portion of clear
air (i.e. where the radar data pixel shows no cloud). In
these regions we cannot tell whether the air is ascending,
or descending and at what rate.

To ascertain the effect of the updraughts and down-
draughts on the results, before the averaging process we
can allocate each cloud-free radar pixel with an updraught
of 2 ms−1 and then with a downdraught of 2 ms−1, which
is assumed to be the maximum velocity we would ever
observe within a frontal ice cloud. This is used to produce
the thin grey lines on figure 3(b). Where these lines agree
with the MetUM velocity, we are confident that the error
on the updraughts and downdraughts is small, but where
the lines diverge, we are less confident of the result.

In order to test the ice particle parametrization,
we will compare the radar VDop with the MetUM
Parametrized velocity within the middle of the cloud (by
definition only cases greater than 2 km thick and with
100% cloud cover in the radar) and where the effect of
the air velocity is assumed to be small. We then assume
that the results will also be valid for the evaporation zone,
where the spread of vertical air velocities are larger. How-
ever, in the MetUM microphysics scheme the assumptions
make no distinction between middle or edge of cloud and
hence this result should be valid.

The key result that is shown in figure 3(b) is that
within the mid-cloud region, the MetUM crystal fall
velocity is 30% lower than the Doppler fall velocity
(VDop) measured by the radar. This agrees with ARM data
evaluated for a temperature of 230 K and different ice
water contents by Deng and Mace (2008).

In order to see how well the MetUM parametrization
performs with different particle sizes, the velocity values
have been plotted against the reflectivity values. Due to the
large amount of data, the fall velocities have been binned

into 1-dBZ bins, with the mean, standard deviation and
range of the data shown. Figure 4 shows the results for
the middle of the cloud, and the results for the evaporation
zone. In the middle of the cloud, it can be seen that for
low values of Z (small particles), the MetUM accurately
predicts the observed values of VDop. Above Z values of
−15 dBZ, the MetUM VDop is up to 50% less than those
observed by the radar. Thus, the difference in radar and
MetUM fall velocity above zadj = 0 in figure 3 appears
to be entirely due to the MetUM poorly representing the
larger particles.

Looking at figure 4b, which shows the comparison
between MetUM and radar fall velocities in the evapora-
tion zone, it can be seen that the radar fall velocities are
always appreciably greater than the MetUM values. This
is due to the preferential sampling of downdraughts when
averaging radar data to a one hour horizontal resolution.

From the comparison made for the middle of the
cloud, it appears that the MetUM parametrization is able
to representing the mean radar VDop to within 0.3 ms−1.
If one assumes it behaves in the same way within the
evaporation zone before the effects of the vertical air
velocity were included, then it would appear that the
MetUM does not have the ice particles falling out too
fast. In fact, as can be seen in figures 3 & 4 the MetUM
parametrization generally has the ice particles falling out
too slowly. FH06 suggested that the evaporation zone
depth would scale linearly with ice particle fall velocity—
so to have an evaporation zone in the MetUM with a depth
of 2–3 times that in the radar data, a MetUM ice particle
fall velocity of 2–3 times the radar fall velocity would be
required. Even with a strong downdraught present in the
radar data shown on the right hand plot in figure 4, there is
no way that a velocity of 2–3 times the radar fall velocity
could occur. It is very unlikely that large-scale updraughts
and downdraughts in ice cloud would be larger than 20 cm
s−1, so the MetUM Parametrized particle fall velocity can
be ruled out as the reason for the deep evaporation zone
within the MetUM. So one can conclude that some other
factor than fall velocity is causing the error in the depth of
the evaporation zone.

3.2 Turbulence in the Evaporation Zone

In section 1, one of the hypotheses proposed to explain
the deeper evaporation zone depth in the MetUM is due to
the MetUM not accounting for the increased evaporation
rate caused by vigorous turbulence generated by the ice
particles evaporating as they fall from the ice cloud into
the dry air beneath. The idea is that in cases of increased
turbulence at the cloud base, the evaporation rate would
increase significantly due to increased ventilation and
entrainment of dry air around the ice particles. Since
the MetUM does not account for any turbulence above
the boundary layer, this may be the cause of the deeper
evaporation zone in the MetUM.

Measurements of the turbulent kinetic energy (TKE)
dissipation rate (ε) have been estimated from radar obser-
vations of the standard deviation of mean Doppler velocity
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Figure 4. Hourly averaged radar reflectivity and Doppler velocity for (a) the middle of the cloud and (b) the evaporation zone. In each plot, radar
data are shown in grey and MetUM data in black. The crossed line in each case is the mean Doppler velocity, the solid lines indicate one standard

deviation about the mean, while the dashed lines indicate the range of the data.

(σv̄), according to the method described by Bouniol et al.
(2003). The maximum value of ε in each profile has been
plotted against the depth of the evaporation zone for both
radar and MetUM data. If the mis-representation of tur-
bulence is the cause of the deeper evaporation zone in the
MetUM, then we should see a decrease in the radar evap-
oration zone depth as ε increases, but no change in the
MetUM evaporation zone depth with ε. Figure 5 shows
the plot of maximum ε in each hourly averaged profile
against evaporation zone depth for the 89 hours of study.
In the vast majority of the cases shown in figure 5, the
MetUM evaporation zone depth is much greater than the
radar. However, there is no change in radar evaporation
zone depth as turbulence increases, which means that
the amount of turbulence does not affect the evaporation
depth scales of the ice. Thus, it can be concluded that the
absence of turbulence in the MetUM cloud parametriza-
tion scheme is not the cause of the deeper evaporation
zone within the MetUM.

3.3 Particle Density and Terminal Velocity

In section 1, it was also hypothesised that the MetUM’s
deeper evaporation zone could be due to the MetUM
parametrization scheme having an incorrect density func-
tion, which would affect the parameterised fall velocity
and thus increase the evaporation zone depth. Currently
the function used is given in (3) in appendix I. This is
roughly a factor of 4 greater than the Brown and Francis
(1995) density (which when expressed in units of kg m−3

is ρ = 0.0354D−1.1).
In order to test whether incorrect parameterised ice

particle density is the cause of the deeper evaporation
zone in the MetUM, a sensitivity test on the data set was
performed. The current parametrization, given in (3) was
altered as follows. First, the value of the 0.13 constant was
doubled and halved to form two new relationships:

ρ = 0.26D−1,
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Figure 5. Hourly-averaged evaporation zone depth scales in each pro-
file for the MetUM and radar against maximum observed hourly-

averaged turbulent kinetic energy dissipation rate, (ε).

ρ = 0.065D−1.

The results for both tests described above are shown
in figure 6. Equation 4 relates ice water content to particle
mass, and therefore density. To completely test whether
the evaporation zone depth would be affected by changes
in density, we would need to re-run the MetUM and allow
the density to affect the ice water content. However, the
results do show how changing the particle density alters
the parameterised fall velocity and the MetUM reflectivity
values. As these tests have not re-run the MetUM, there
was no detectable change in evaporation zone depth in any
of the tests.

Looking back at figure 3, which shows the run with
the original MetUM density (ρ = 0.13D−1), it can be
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Figure 6. Profiles of Z and VDop when the density in the Met Office MetUM is doubled (a,b) and halved (c,d). The labelling is the same as in
figure 3.

seen that the reflectivity values predicted with the MetUM
parametrizations are too high by about 3 dB. This means
that the MetUM IWC is also too large due to the density
function being too large. When the density function in the
MetUM is halved, as shown in figure 6(c) and 6(d), the
MetUM and radar reflectivity values agree in the 3 km
above the evaporation zone. Doubling the density function
in the MetUM makes the reflectivity 6 dB too big above
the evaporation zone. This means that the density function
in the Met Office MetUM is too large, and should be closer
to half the value.

Looking now at fall velocity, it can be seen that
altering the density in the MetUM parametrization has
little effect on the profile of MetUM Doppler velocity. It
changes in total by about 10% between the cases shown
in figure 3. Changing the density affects the weighting
of the large and small particles towards the contribution
in Doppler velocity, and this is not significant enough
to make the parameterised Doppler velocity greater than
the radar Doppler velocity. Hence the incorrect particle
density does not change the parameterised fall velocity
enough for it to cause the deep evaporation zone in the
MetUM.

4 Evaporation Rate and Humidity

So far, several candidates for the increased depth of
the evaporation zone have been examined, including ice
particle terminal fall velocity, ice particle density and the
effects of turbulence. One remaining candidate is the role
of humidity. FH06 partially addressed this problem. They
studied several sonde profiles through evaporating ice
cloud, and found that the MetUM relative humidity was on
average 7% too moist beneath the frontal surface, where
the ice particles were evaporating. They also studied
several sonde profiles from Larkhill radiosonde station for
the time period corresponding to the year-long 94-GHz
radar data set at Chilbolton. They found that in some of the

individual sonde profiles, the relative humidity dropped
sharply beneath the evaporation zone, a change that was
not accurately represented by the MetUM, which still had
a moist bias beneath the evaporation zone. In this section,
we shall investigate these ideas in more depth. In section
4.1, the equations set out in Wilson and Ballard (1999)
are used to estimate the evaporation rate beneath the
evaporating ice cloud, to see if the MetUM’s evaporation
rate calculations are correct. In section 4.2, several sonde
humidity profiles are studied to try and see how the
MetUM represents the drop in humidity beneath the
evaporating ice cloud.

4.1 Comparison Between Radar and MetUM Evapora-
tion Rates

The evaporation rate equation used in the MetUM is (9) in
appendix II. It is based on well-established cloud physics
and is similar to the forms of Pruppacher and Klett (1997)
and Mason (1971). So the increased depth in the evapo-
ration zone should not be caused by an incorrect param-
eterised of the evaporation rate. However, this does not
account for the values of the variables used in (9) being
wrong.

To see if the MetUM evaporation rate is correct, it
is necessary to compare radar and MetUM evaporation
rates. This can be done by studying each hourly average
profile of VDop and IWC in both the radar data and
MetUM output. The flux density in kg m−2 s−1 at the
top and bottom of the evaporation zone can be estimated
by multiplying the radar IWC at the top or bottom of the
evaporation zone by the mean radar VDop at the same
point. The same procedure can then be followed for the
data obtained from the MetUM output. The difference in
flux between the top and bottom of the evaporation zone
can then be divided by the depth of the evaporation zone
to give an estimate of layer-mean evaporation rate. The
differences in radar and MetUM evaporation rate for the
89-hour period of study are shown in figure 7. It should
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Figure 7. The correlation of the radar layer-mean evaporation rate
versus the model’s parameterised layer-mean evaporation rate calculated
for the MetUM and radar evaporation zones, calculated using the IWC
flux density difference and the evaporation zone depth. The solid line is

the line y=x.

be noted that the model velocity used is VDop which
is Z-weighted. Ideally, we should use the IWC-weighted
velocity. However, the two do not differ significantly so
use of VDop is justified.

Figure 7 shows that the model’s layer-mean evapo-
ration rate is only around one third of that derived from
the radar data. Looking at (9), we can see that although
it is a function of several factors, these can quickly be
attributed to changes in four variables. The terms in the
denominator are functions of temperature and pressure
only. The capacitance term, C, is a function of particle
diameter only, the supersaturation ratio (Si − 1) is a func-
tion of relative humidity only and the ventilation coef-
ficient, F varies with temperature, pressure and particle
diameter. Hence the entire equation is a weak function of
temperature and pressure, but strongly dependent on parti-
cle diameter and relative humidity. This suggests that the
either the relative humidity in the equation is wrong, or
the Parametrized particle diameter is wrong. If the particle
diameter, given in (1) was wrong, then the MetUM would
produce incorrect values of reflectivity, IWC and VDop.
Hence, it appears that humidity gradients within the evap-
oration zone are the cause of the deep evaporation zone;
so we now need to examine how the MetUM represents
these gradients.

4.2 MetUM Representation of Humidity Profiles
In order to see whether humidity is really the cause of
the deeper evaporation zone within the MetUM, profiles
from the Larkhill radiosonde, (which is only 25 km
from Chilbolton and therefore can be assumed to be
representative of the case studies) were compared with the
MetUM profiles of relative humidity. However, there were
only a limited number of sonde profiles available at the
same time as there were evaporating ice clouds present.

One case that illustrates how the MetUM represents the
humidity profile occurred on 4 March 2004. During the
day, a thick ice cloud developed, which did not descend
to the ground, nor was it part of a system that later
produced precipitation at Chilbolton. Figure 8 shows radar
and MetUM data around the same time that a sonde was
launched from Larkhill (13 UTC).

Two points can immediately be raised from figure 8.
The first is that there is a substantial decrease in IWC at
4km predicted by the radar reflectivity values. The peak
value in the MetUM is a full order of magnitude less than
the radar value. The MetUM does not have high enough
values of Z beneath 5 km, caused by the values of IWC
being much too low. The gradient of the MetUM IWC is
very gentle, taking a couple of kilometers to reduce by
90%. Thus the MetUM has not accurately represented this
particular ice cloud.

The second point that can be seen is that the MetUM
does not accurately represent the gradient of relative
humidity beneath the evaporating ice cloud. The model’s
peak relative humidity value occurs at 6 km, and it
does not decrease to 20% relative humidity until an
altitude of 3 km. The sonde profile shows the relative
humidity actually decreasing from 100% to 20% in a layer
about 200 m deep, and at an altitude of 4 km, which
agrees with the position of the cloud base from the radar
measurements. Clough and Franks (1991) suggest using
a simple numerical MetUM that the typical evaporation
depth scale for ice is of the order of a few hundred metres.
The sonde and radar profiles agree with this estimate, but
the MetUM does not.

In this case, the MetUM has not correctly represented
the IWC and thus the high Z values at the base of the
ice cloud. Its humidity and IWC profile shows that the
evaporation started too high at 6 km. But does this actually
apply to all cases?

It is possible to evaluate the MetUM humidity gradi-
ents by comparing them to sonde humidity gradients. Dur-
ing the period of study, all available ascents were found
that coincided with evaporating ice cloud being observed
by the radar were examined. As Larkhill is not an opera-
tional station, there were only 18 such ascents available.
Six of these were not used in the study. This was either
because the MetUM did not have ice cloud present, even
though the radar did, or the humidity gradient could not be
accurately determined (to within 10%) from some noisy
sonde profiles. The sonde humidity gradients are plotted
alongside the corresponding hourly model humidity gradi-
ents in figure 9. It can be seen that the MetUM consistently
underestimates the humidity gradient beneath the evapo-
rating ice cloud, with values of humidity gradient typically
around a third of those observed by the sonde. The most
likely explanation is that the numerics of the model are
diffusive, so sharp gradients in humidity cannot be main-
tained within the evaporation zone.
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Figure 8. Analysed data from radar, MetUM and 13 UTC Larkhill radiosonde on 4 March 2004. (a) Observed radar reflectivity factor; (b)
MetUM reflectivity factor, derived from MetUM IWC. (c) Radiosonde and MetUM humidity profiles at 13 UTC. (d) Ice water content at 13 UTC
for MetUM, radar and using a 1D explicit microphysics MetUM (see section 5). Radar ice water content was calculated from reflectivity and

MetUM temperature using equation 14 of Hogan et al. (2006).
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Figure 9. Sonde and Model Humidity gradients. The largest cross
marks the data from 4 March 2004. The solid line is the line y=x.

5 1D Explicit Microphysics Modelling

In order to prove this humidity is the cause of the deep
MetUM evaporation zone, it is necessary to carry out
some simple 1D numerical model simulations to test the

sensitivity of the sublimating regions to important prog-
nostic variables carried in the MetUM. In addition, the
1D model allows radar measurements of ice water con-
tent, derived using the method of Hogan et al. (2006) and
profiles of temperature, pressure and humidity from the
nearby Larkhill radiosonde station to be used to simulate
real evaporation cases. The 1D model is able to follow
individual particles and give the number concentration and
present size of a particle compared to its initial diameter. A
complete description of the 1D model is given in appendix
II.

5.1 A simple experiment to illustrate model perfor-
mance

An initial experiment was set up for the 1D model, in
which the humidity gradient was fixed at 0.06 % m−1,
with relative humidity decreasing linearly beneath the top
of the evaporation zone. In the first run, the initial values
of the other variables also remained fixed as follows:
temperature −20◦C, increasing adiabatically below the
top of the evaporation zone; pressure 850 hpa, increasing
with a scale height of 8 km and D0 of 0.5 mm (which,
using the temperature at the top of the evaporation zone
means an equivalent IWC of 7.7 × 10−3 g m−3).
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Figure 10. (a) 1d model ice particle size distributions at the start of evaporation (z = 0 m) and at a range of heights below the top of the evaporation
zone. (b) Size-height curves for a selection of ice particles, with diameters every 0.25 mm from 0.25 to 5 mm and showing survival distance for

each particle. The 1D model produced an evaporation zone depth of 505 m for this run and the 5 mm particles survived as far as 1485 m.

Figure 10 shows how the number concentration and
particle size changes for different heights below the evap-
oration zone in the initial experiment. Figure 10(a) shows
that the initial number concentration of 5 mm particles
is less than 1 in 108 m and hence the contribution of
these particles to the ice water content will be very small,
despite their size. At 500 m below the top of the evap-
oration zone, figure 10(b) shows that only particles with
initial diameters greater than 0.375 mm will have sur-
vived and plot (a) shows that the number concentration
of all particles has decreased substantially as the smaller
particles evaporate. At 1 km below the top of the evapo-
ration zone, the largest number concentration is 100 per
cubic metre. Heymsfield and Donner (1990) suggest that
all sublimation should occur within this distance and we
can see that only a small number of large particles (initial
diameters greater than 1.75 mm from plot (b)) exist within
the model. Although the largest particles survive to 1485
m, it is contribution of the smaller particles which leads to
an evaporation zone of only 505 metres.

5.2 Evaporation Depth Sensitivity to Temperature, Pres-
sure, Humidity and Initial Ice Water Content

A sensitivity study was then performed to see how the
evaporation depth changed with relative humidity gradient
and one of the other variables (IWC, temperature and
pressure). To do this, a control experiment was created
by using the same settings as the initial experiment, but
altering the humidity gradient over a range of values from
0.001 to 0.08% m−1. Next, a set of four experiments were
run for different combinations of the input variables to
test the sensitivity of the model to various parameters as
follows:

(i) Sensitivity to initial temperature. The simple numer-
ical model was run exactly as the control run,
but with the initial temperature being varied from
−30◦C to −5◦C. This range spans the profiles of
temperature seen in the MetUM at the altitudes of

ice cloud bases above Chilbolton, allowing for sea-
sonal variations.

(ii) Sensitivity to initial IWC. The value of D0 was
altered within the model, from 0.25 mm to 1.5
mm. This represented a change in IWC between 9
× 10−4 g m−3 and 0.21 g m−3 at this tempera-
ture, which is representative of the range of values
observed over Chilbolton during the studies earlier
in this paper. No changes were made to the ice water
content by altering the number concentration of the
particles, as in the simple numerical model it is
assumed that all particles of the same size evapo-
rate at the same rate and take the same distance to
evaporate. Therefore increasing the number of par-
ticles of any given size would not have any effect on
the evaporation zone depth.

(iii) Sensitivity to initial pressure. The model was run
with variations made in initial pressure, ranging
from 500 mb to 1000 mb, but with the other param-
eters exactly as in the control run. The range of
pressures used spanned the observed pressure lev-
els at which evaporation started in the radiosonde
profiles.

(iv) Sensitivity to temperature gradient. Lastly, we ran
the model with constant temperature throughout the
domain to see how this would affect the evapora-
tion depth. To create this experiment, we took the
control run and replaces the linear temperature gra-
dient with an isothermal layer with temperature of
−20◦C.

The results of all four experiments are shown by the
lines in figure 11. It can be seen that the sonde-and-radar
derived evaporation zone depth decreases with increas-
ing relative humidity gradient and that the MetUM data
appears to be following the same curve as the radar data.
Hence the two obey the same laws of physics. However,
the MetUM has smaller humidity gradients, and a result,
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(a) Sensitivity of Evaporation Zone Depth to Initial Temperature
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(b) Sensitivity of Evaporation Zone Depth to initial D
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(c) Sensitivity of Evaporation Zone Depth to initial Pressure
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(d) Sensitivity of Evaporation Zone Depth to dT/dz
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Figure 11. Changes in evaporation zone depth with changes in (a) initial temperature, (b) initial D0, (C) initial pressure and (d) when the linear
temperature gradient in the 1D model is replaced with an isothermal layer. The stars represent the points taken from the MetUM data and the
crosses represent the corresponding observations from same cases as the MetUM data. In the observations, the evaporation zone depths from the
radar data and humidity gradients from sonde measurements. Although the model was run on a domain of 6 km, only realistic solutions (where the

temperature remains below zero degrees Celsius) are shown.

the evaporation zones are deeper. This provides quite con-
clusive evidence that an incorrect humidity gradient is the
cause of the deeper evaporation zone in the model.

From figure 11, we can also see that the evapora-
tion depth decreases quite rapidly as humidity gradient
increases, in all cases. Hence, the evaporation depth is
most sensitive to the humidity gradient. It is worth not-
ing that relative humidity can have some errors when
measured from radiosondes. Ferrare et al. (1995) noted a
systematic dry bias in Vaisala radiosonde measurements
(like those used in this study) when compared to Raman
lidar, of the order of 3–5%. Heymsfield and Miloshevich
(1995) found that the observed humidity from Vaisala
radiosondes was sub-saturated when simultaneous crystal
measurements showed pristine crystals growing in ice-
supersaturated measurements, hence suggesting that the
radiosonde humidity had a dry-bias. Miloshevich et al.
(2004) also noted the lags of radiosonde humidity sensors.
For the Vaisala radiosondes, this lag varies from a couple
of seconds at −10◦C to twenty seconds at −35◦C, which
is the range of temperatures ice was found to evaporate in
this study. Despite these biases, relative humidity can be
measured to within 5% and the humidity gradient derived
from sondes is accurate enough to get humidity gradient to

within 10%, which is more than sufficient for this analysis.

Figure 11(a) shows that the sensitivity to evaporation
zone temperature is also an important factor in determin-
ing evaporation zone depth. The temperature fields within
the MetUM are accurate to within a couple of degrees
Celsius and so this is not likely to be the cause of the
deep evaporation zone in the MetUM, but nonetheless, any
1D model that wants to accurately measure evaporation
depth scales must include a temperature gradient rather
than assuming an isothermal layer. Figure 11(d) shows the
effect of including a humidity gradient, but no temperature
gradient in the 1D model. This isothermal layer means
that although the relative humidity decreases within the
profile, the specific humidity is much greater at each indi-
vidual point in the profile. Since evaporation is sensitive
to specific humidity, this means that deeper evaporation
zones will occur. The overall conclusion from this study
is that the variable controlling evaporation rate and evapo-
ration depth is specific humidity and that whenever a gra-
dient in relative humidity is present, a gradient in temper-
ature should also be used to ensure accurate evaporation
within the model. Previous studies (Hall and Pruppacher,
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1976; Harris, 1977) did not make this assumption. How-
ever, if we want to know what is causing the deep evap-
oration zone within the MetUM, we must deal with the
sensitivity to each variable individually.

Figure 11(b) shows the effect of changing the value
of D0 on the evaporation depth, over a typical range of
values. The results show that changing the value of D0 has
a large effect on the ice evaporation depth and therefore it
is important that the model has a particle size and ice water
content reasonably accurate, but if we examine figure
11(b), we can see that to cause a doubling in evaporation
zone depth, the model’s D0 would have to be double the
value seen in nature, which would mean an ice water
content of about one order of magnitude larger, assuming
the same total particle number and temperature. If such
an error were present in the mean particle size, we would
have seen a much larger radar reflectivity factor when we
examined this in section 3.3.

Figure 11(c) shows the sensitivity to pressure vari-
ations within the 1D model. Generally pressure is repre-
sented accurately within the MetUM and as can be seen
from the plot, evaporation depth is not sensitive to signif-
icant pressure changes. Changing pressure only changes
the ventilation coefficient by a small amount and this is
not enough to change the evaporation depth by more than
a few metres and hence we can conclude that incorrect
pressure is not a cause of a deep evaporation zone within
the MetUM.

5.3 Evaporation Depth Calculations Using Radiosonde
Humidity and Temperature Profiles

Having tested the 1D model with idealised profiles of tem-
perature, relative humidity and pressure, the next step is
to find out how well the model can represent the observed
IWC profile when initialised with real sonde temperature,
pressure and humidity profiles from radiosondes.

The 1D model was initiated with the sonde profiles
used in section 4. In each case, the start of the evaporation
was defined by examining the humidity profile and locat-
ing the sharpest drop in humidity closest to the height at
which the radar data showed maximum values of IWC. In
practise, it was not too difficult to pick subjectively the
sharpest drop in humidity for each case. The top of the
evaporation zone was defined as the maximum point in
humidity immediately above the sharp drop in humidity.
The 1D model was run on each of the 12 sonde cases,
along with the corresponding MetUM data for these cases.
The results for the 1D model in the case of 4 March
2004 are shown as black crosses (for the 1D model ini-
tialised with sonde and radar data) and black circles (for
the 1D model initialised with MetUM data) in figure 8(d).
It can be seen that the 1D model and radar profiles agreed
through most of the evaporation zone. The radar data for
this case show an almost constant cloud base with time
and therefore the sonde data from the 13 UTC sonde was
quite likely to be representative of the radar data above
Chilbolton. Not all cases agree as well as this one, but it
shows that the simple numerical model can produce an
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Figure 12. Scatter plot of evaporation depths for the simple numerical
model using the humidity profiles generated for each of the twelve
sonde (crosses) and model (circles) cases and the actual radar or MetUM
evaporation depth. The solid line is the line y=x, and the largest symbols

are from 4 March 2004.

accurate estimate of evaporation depth given a good sam-
ple of data. Similarly, the 1D model agrees almost exactly
with the MetUM profile, proving that the input of humid-
ity and temperature gives the same results whether they be
interpolated on to a 5 m grid or when using the MetUM
height grid.

The results for all 12 sonde cases used are shown
in figure 12. This shows that the points generated for
each of the twelve runs of the simple numerical model
with radiosonde data and each of the twelve runs of
the simple numerical model with MetUM data appear
to lie approximately on the same line. When the 1D
model is initiated with radar and sonde data, the results
predict evaporation zone depths on the same scale as those
observed by the radar. This implies that the MetUM has
the correct evaporation physics, but the inputs of humidity
into the MetUM are wrong, causing deeper evaporation
zone depths within the MetUM.

It should also be noted that not all points lie perfectly
on the straight line in figure 12. There is some scatter in
both model and radar data which may be due to random
measurement noise. This is particularly true for radar-
derived values of IWC. Hogan et al. (2006) shows that
rms errors on radar-derived IWC are around +50% to
−30% for temperatures between −20◦C and −10◦C, but
this rises to +100% to −50% at temperatures lower than
−40◦C. Also, the 1D model does not set its ice particle
size distribution to the form of (1) after each time step; yet
the MetUM does.

So far, all experiments with the MetUM have
assumed that the capacitance of the particle, C, may be
approximated by that of a sphere of diameter D, i.e.
C = D/2. This assumption has been adopted for use in
the simple numerical model. However, this should be
relaxed in light of evidence (Field and Heymsfield, 2003;
Westbrook et al., 2007) that aggregates are the dominant
particle habit in thick non-precipitating ice clouds such
as those studied in this paper. Numerical experiments by
Westbrook et al. (2008) have shown that for aggregates,
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the value of capacitance is roughly half the value for
spheres (D/4), which would lead to a reduction of the
evaporation rate. This would imply that, for all else being
equal, the evaporate zone depth would actually increase.

6 Summary and Conclusions

In this study, we have looked into the problem with ice
sublimation depth scales when comparing NWP models
to radar measurements that were noted by FH06 and
Wilkinson (2007). The evaporation depth scales of ice
particles have been shown previously by FH06 to impact
on frontal evolution.

We have used the advantages of Doppler radar and
radar simulation techniques to identify and reject many
factors that were hypothesised to be the cause of the
deep evaporation depth scale within the Met Office model.
Particle terminal velocity was found to be 30% too small
within the model and would have to be significantly
increased to cause the problem. There is no evidence
that turbulence is the cause of the deep evaporation zone
either. Changing the particle density does not feedback or
alter the particle terminal velocity parametrization within
the MetUM. However, sonde results show that humidity
drops off rapidly within the sublimating layer; this is not
represented correctly in the model.

Using a 1D explicit microphysics model, it can be
seen that the sublimation depth is most sensitive to humid-
ity and temperature. When real life evaporation cases are
simulated with sonde and radar inputs, the simple numer-
ical model shows gives an accurate representation of the
evaporation zone depth.

In this study, for space considerations we have only
considered the MetUM despite having shown that prob-
lems with evaporation zone depth extend to all models
in the Cloudnet programme, shown in table I. However,
further work could be undertaken to assess how each
parametrization scheme represents the humidity gradient.
Possible other further work could consider the sensitiv-
ity to different particle shapes (the MetUM and 1D model
assume aggregates; would the MetUM perform better with
a different shape type?)
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Appendix I: Radar Simulation

The ice parametrization scheme used in the Met Office
Unified Model is detailed in full in Wilson and Ballard

(1999). The model carries IWC as a prognostic variable,
using an exponential ice particle distribution as follows:

N(D) = N0e
−0.122T e−ΛD = N(T )e−ΛD, (1)

where N(D), the number concentration per unit diameter
is a function of D, the particle diameter in m, temperature,
T in ◦C and Λ = 3.67

D0

, where D0 is the equivolumetric
median diameter. The MetUM assumes that N0 = 2× 106

m−4 and the mass of an ice particle is Parametrized as

m(D) = aDb, (2)

where a = 0.069 kg m−2 and b = 2.0. Using this equation,
the density of the particles in the MetUM can be defined
as

ρ = 0.13D−1, (3)
where ρ is the particle density in kg m−3 and D is in
m. This equation is similar in form to that proposed by
Brown and Francis (1995): ρ = 0.07D−1.1, g cm−3 but
given the difference in units, there is a factor of four
difference in the resulting density for typical particle sizes.
In this simulation, particle density is capped at the density
of solid ice, which prevents the formation of superdense
ice. The MetUM parametrization for the mass of ice is also
given as a function of D. Thus, ice water content (IWC)
can be expressed as

IWC =

∞
∫

0

N(D)m(D)dD. (4)

Equations 1 & 3 can be used to simulate the radar
reflectivity, Z and Doppler Velocity of the crystals, VDop,
as follows (after e.g. Brown et al., 1995; O’Connor et al.,
2005):

Z =

∞
∫

0

|K|2

0.93
γ(D)N(D)D6dD, (5)

VDop =

∞
∫

0

|Kice|
2N(D)γ(D)v(D)D6dD

∞
∫

0

|K|2N(D)γ(D)D6dD

. (6)

The term γ in (5) and (6) represents the Mie to Rayleigh
ratio and is a function of diameter, with values ranging
from 0 to 1. |Kice|

2 is the dielectric factor of the ice
particle,which is approximately proportional to its density
squared. The value of 0.93 is the dielectric factor for liquid
water at cm wavelengths.

The term v(D) in (6) refers to the fall-speed
of an ice particle of diameter D, Parametrized by
Wilson and Ballard (1999) as

v(D, ρa) = αDβ

(

ρ0

ρa

)0.4

(7)

where α = 25.2 m0.47s−1 and β = 0.527. The air density,
ρa is calculated from the MetUM’s pressure and tempera-
ture fields, while ρ0 is a reference density of 1 kg m−3.
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The method used to calculate Z and VDop from IWC
is straightforward. At each grid box, the MetUM value
of IWC is calculated from the ice water mixing ratio (qi)
according to

IWC =
pqi

RT
, (8)

where p is the pressure and R is the gas constant for dry
air. Using values of D from 0 to 20 mm, which when
given with (1) represent the full spectrum of ice particles
observed in nature,(4), (5) and (6) are used to calculate
values of IWC, Z and VDop for values of D0 between 0
and 5 mm, and for a temperature of 0◦C. There is some
modification to both Z and VDop when Mie scattering is
assumed. Mie scattering affects the calculation of Z at
higher temperatures. Analytical solutions are available to
relate Z to IWC for Rayleigh scattering; Z is roughly
proportional to IWC5/3 (Hogan et al., 2006) and VDop is
roughly proportional to Λ0.527, but when Mie scattering is
included , only numerical solutions are possible.

In order to calculate Z and VDop from the MetUM
without needing 2D interpolation, the values of IWC for
the temperature in the MetUM data are found by scaling
to the equivalent value of IWC at 0◦C (IWCT=0), using a
scaling factor, s = exp(−0.122T ), where T is in ◦C. Since
the radar reflectivity factor is temperature dependent, the
value of ZT=0 must be converted to a value of Z by
s. Since (6) has the N(D) terms on both the top and
bottom of the equation is independent of temperature and
hence the VDop value does not need to be scaled by the
temperature factor.

Appendix II: Description of the explicit microphysics
model

The 1D simple numerical model is run with a vertical grid
with a 5 m vertical resolution and a 6 km domain. The
effects of horizontal and vertical advection are neglected,
so that the only processes acting are the fall and evapo-
ration of ice particles. The explicit microphysics model
assumes a spectrum of particles with the smallest diame-
ter being 0.01 mm and with diameters increasing by 0.01
mm until we reach the maximum size of 20.0 mm. In each
numerical simulation, particles with varying diameters are
allowed to fall from the top of the column and evaporate.
The only processes acting were the evaporation of ice and
the fall of the particles; horizontal and vertical advection
were not included.

The temperature profile was set to be dry adiabatic
with different initial temperatures at the top of the domain.
The top of the domain marks the point where the evap-
oration started, or zadj = 0. Unrealistic runs, where the
temperature increased above 273 K and therefore the ice
would melt, rather than evaporate were removed from the
study. The profile of pressure decreased with height using
a simple exponential with a scale height of 8 km, and a
user-defined initial pressure.

The initial value of IWC is a function of temperature
and the particle median diameter (D0) as expressed in (4).
However, once the temperature at the top of the profile is

known, (1) and (4) can be inverted to obtain D0. So, the
user can decide on a particular IWC to use at the top of the
profile. This is then converted to give the corresponding
value of D0 at that temperature, which the model then
uses to set up the particle size distribution as given in (1).
The maximum allowed value of D0 was 5.0 mm, which is
equivalent to a maximum ice water content of 0.70 g m−3

(assuming a temperature of 0◦C), which is far greater than
any ice water content observed in this study.

In the initial experiments (sections 5.1 and 5.2), a
simple linear humidity gradient was used. In all cases, the
humidity was set as 100% at the top of the domain and was
not allowed to fall below 20% at any point in the profile.

The evaporation rate equation is given by
Wilson and Ballard (1999), following the work of
Mason (1953):

dm

dt
=

4πC(Si − 1)F
(

Ls

RT − 1
)

Ls

kaT + RT
Xesatice

, (9)

where m is the mass of an individual ice particle, t is time,
C is the capacitance of the particle, which for spheres is
D
2

, where D is the particle diameter, Si is the saturation
ratio

(

RH
100

)

, T is the temperature (K), R is the gas constant
for water vapour, Ls is the latent heat of sublimation of
ice to vapour, X is the diffusivity of vapour, esatice is the
saturation vapour pressure with respect to ice and ka is the
thermal conductivity of air. F is the ventilation coefficient,
given for spheres as

F = 0.65 + 0.44Sc1/3Re1/2, (10)

where Sc is the Schmidt number, equal to 0.6 and Re is
the Reynolds number (v(D)ρaD)/µ, where ρa is the air
density, v(D) is the fall velocity of the crystal and µ is the
dynamic viscosity of the air. The physical meaning of F
is the effect of a moving airstream passing the evaporating
ice particle and hence increasing the rate of evaporation
(Mason, 1971; Pruppacher and Klett, 1997). The more
turbulent the air, the higher the Reynolds number in (10)
and the faster the evaporation rate. The ventilation for
the largest particles approaches 10, hence the rate of
evaporation for these largest particles is much greater.
Since ice water content is dominated by these largest
particles, it is important that the ventilation coefficient is
represented accurately to ensure the correct evaporation
depth occurs.

The terms Ls, X , esatice, ka are functions of temper-
ature and pressure. With the exception of esatice, all these
variables are weak functions of temperature and pressure.
The capacitance, C is a function of diameter, D and F is a
function of D, temperature and pressure. Thus, the evap-
oration equation can be expressed as a simplified function
of just a few variables, as follows:

dm

dt
= f(D, RH, T, p) (11)

The mass of an ice particle (kg) and its fall speed (m
s−1) in the MetUM is given as a function of its diameter
in metres as follows:

m(D) = 0.069D2, (12)
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v(D) = 25.2D0.527. (13)
These equations are based on Cox (1988) and
Locatelli and Hobbs (1974). The values used in (12)
were selected by Cox (1988) to give a sensible variation
of particle density with size. This results in a mass and
density relation that is roughly four times that suggested
by the Brown and Francis (1995) relationship. This study
retained the MetUM values to try and make the 1D
model as close to the MetUM parametrization scheme as
possible. The values used in (13) are larger than those
given by Cox (1988), who used v(D) = 16.8D0.527.

In order to obtain the distance an individual particle
falls before it completely evaporates, we must first convert
(9) to an expression for the change in diameter of a
particle over time and then use the fall speed to convert
this to a fall distance (z). This can be done using (12)
and (13) and the chain rule. Once this information is
known, the survival distance of an individual particle
can be calculated numerically by integration. The number
concentration of ice particles in the MetUM is given as in
(1). The MetUM resets the distribution back to the form
in (1) at every vertical step, but in this explicit model, the
smallest particles evaporate first. As the MetUM resets
the distribution to its initial form, it automatically adds
more small particles in place of a few large ones. Since
evaporation depth depends on ice water content, which is
proportional to the cube of diameter, this will mean that in
the Met Office scheme the IWC will artificially reduce and
the evaporation zone depth will decrease. However, the
MetUM vertical resolution at ice cloud altitudes ranges
from 500 m to 750 m, so this resetting process will
have little effect on the evaporation depth, if the correct
humidity gradient were maintained.
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