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Abstract 19 

A stochastic prognostic framework for modeling the population dynamics of convective 20 

clouds and representing them in climate models is proposed. The framework follows the non-21 

equilibrium statistical mechanical approach to constructing a master equation for representing the 22 

evolution of the number of convective cells of a specific size and their associated cloud-base mass 23 

flux, given a large-scale forcing. In this framework, referred to as STOchastic framework for 24 

Modeling Population dynamics of convective clouds (STOMP), the evolution of convective cell 25 

size is predicted from three key characteristics of convective cells: (i) the probability of growth, (ii) 26 

the probability of decay, and (iii) the cloud-base mass flux. STOMP models are constructed and 27 

evaluated against CPOL radar observations at Darwin and convection permitting model (CPM) 28 

simulations.  29 

Multiple models are constructed under various assumptions regarding these three key 30 

parameters and the realisms of these models are evaluated. It is shown that in a model where 31 

convective plumes prefer to aggregate spatially and the cloud-base mass flux is a non-linear 32 

function of convective cell area, then the mass flux manifests a recharge-discharge behavior under 33 

steady forcing. Such a model also produces observed behavior of convective cell populations and 34 

CPM simulated cloud-base mass flux variability under diurnally varying forcing. In addition to its 35 

use in developing understanding of convection processes and the controls on convective cell size 36 

distributions, this modeling framework is also designed to be capable of serving as a non-37 

equilibrium closure formulations for spectral mass flux parameterizations. 38 

 39 

 40 
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1. Introduction 41 

In traditional cumulus parameterizations, cumulus convection is assumed to be in statistical 42 

equilibrium with a slowly varying environment and to respond to any changes in forcing almost 43 

instantaneously and deterministically with little memory or internal variability of its own. Such an 44 

assumption implicitly requires model grid columns to be large compared to the mean distance 45 

between convective elements so that the columns contain a meaningful number of updrafts. 46 

However, it has been known since the Global Atmospheric Research Program’s Atlantic Tropical 47 

Experiment [GATE, Houze and Betts, 1981] that large, long-lasting mesoscale convective systems 48 

(MCSs) make important contributions to heat, moisture and momentum budgets, and that scale-49 

separation is not present in either time or space [Moncrieff, 2010]. Advances in computational 50 

resources have made operational global weather and experimental climate models with spatial 51 

resolution ≤ 10 km [Hólm et al., 2016; Satoh et al., 2014] possible, which makes such assumptions 52 

even more problematic, not least because stochastic effects become increasingly relevant [eg. 53 

Plant and Craig, 2008; Jones and Randall, 2011]. On the other hand, radar, aircraft and satellite 54 

observations, as well as cloud-resolving limited-area simulations are providing deeper 55 

understanding of processes within the cloud population and interactions with the environment at 56 

various scales [Burleyson et al., 2016; Heinze et al., 2017].   57 

These challenges, advances and opportunities require rethinking of the community’s 58 

approach, specifically for the issues of departures from quasi-equilibrium, internal cloud 59 

population dynamics and the associated stochasticity [Randall, 2013; Holloway et al., 2014]. In 60 

order to discuss these challenges and efforts at addressing them and put this work in context, we 61 

consider the original pair of energy equations of Arakawa and Schubert [1974] for an ensemble of 62 

convective updrafts, written here in discrete form.  63 
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𝑑𝐴𝑖

𝑑𝑡
= − ∑ 𝛾𝑖𝑗𝑀𝐵𝑗 + 𝐹𝑖

𝑁

𝑗=1

     (1) 64 

𝑑𝐾𝑖

𝑑𝑡
= 𝐴𝑖𝑀𝐵𝑖 −

𝐾𝑖

𝜏𝑑
     (2) 65 

Here the subscript i  represents a convective cell  (for example, with a given entrainment rate, or, 66 

as we shall later consider here, with a given cell size). As will be discussed in detail in the next 67 

section, a cell is defined as a contiguous area (a set of connected pixels) within which much of 68 

upward mass transport and convective precipitation takes place. iF  is the external forcing acting 69 

on cloud type i  iK  is the convective kinetic energy, 𝐴𝑖  is the vertical integral of in-plume 70 

buoyancy (also called the ‘cloud work function’) and 𝑀𝐵𝑖  is the cloud-base mass flux. 𝛾𝑖𝑗 71 

represents the effect of a unit of mass flux associated with cloud type j on the potential energy for 72 

type i . Although negative values can arise [Yano and Plant, 2012a], the elements of γ are often 73 

assumed to be positive in accordance with the overall stabilizing effect of convective clouds: i.e 74 

convective damping via warming of the troposphere..  75 

The most common and drastic simplifications to the above equations are to average over 76 

the ensemble of cloud types in order to produce a “bulk plume,” and to apply the quasi-77 

equilibrium assumption. For example, in Eq. 1, the quasi-equilibrium assumption means that the 78 

two terms on the right-hand side approximately balance, while the first of these terms is greatly 79 

simplified because the interaction matrix 𝛾𝑖𝑗 reduces to a single quantity γ that multiplies the bulk 80 

cloud-base mass flux. These have been very common simplifications in convective 81 

parameterizations [e.g. Fritsch and Chappell, 1980; Tiedtke, 1989; Gregory and Rowntree, 1990]. 82 

Over recent years, stochastic fluctuations about an equilibrium solution have been proposed and 83 
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included in some convective parameterizations, based on either a bulk plume formulation [Palmer 84 

et al., 2009; Sakradzija et al., 2016] or allowing a spectrum of cloud types [Plant and Craig, 2008; 85 

Wang and Zhang, 2016]. 86 

Early efforts at removing the quasi-equilibrium assumption were made by Randall and Pan 87 

[1993] and Pan and Randall [1998] who explained how a diagnostic relationship between 88 

convective kinetic energy and cloud-base mass flux would be sufficient to close the pair of 89 

equations and allow them to be used prognostically. They postulated the form 
2

BK M
 
and 90 

showed that in General Circulation Model (GCM) tests the parameter   controls the relative 91 

frequency of shallow convection. Later Yano and Plant [2012b] argued for BK M  as a more 92 

appropriate postulate and demonstrated that for that relationship under constant forcing, a 93 

nonlinear oscillation can occur between ‘discharging’ and ‘recharging’ states. 94 

Another development from Eqs. 1 and 2 is to try to solve them for the population dynamics 95 

of clouds and obtain the spectral distribution of mass flux 𝑀𝐵𝑖 for a set of types i. One advantage 96 

of a spectral approach to representing convective clouds is that microphysical processes, aerosol 97 

and radiative processes can be considered for individual cloud types rather than as averages over 98 

the population. Thus, size-dependent non-linear processes (entrainment/detrainment for example) 99 

can be treated directly. However, it should still be recognized that a steady-plume hypothesis is 100 

normally made in the representation of each type without any consideration of the individual cloud 101 

lifecycle [Yano, 2015]. Moreover, the advantages come with the challenge of understanding and 102 

modeling the cloud-cloud and cloud-environment interactions that shape the cloud spectrum. In 103 

the Wagner and Graf [2010] scheme, for example, the cloud types are assumed to compete in a 104 

manner similar to competitive Lotka-Volterra [Volterra, 1928] systems for population dynamics. 105 
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Their system is integrated so as to satisfy convective quasi-equilibrium conditions [Plant and 106 

Yano, 2011]. In the European Center Hamburg Atmospheric Model [ECHAM, Roeckner et al., 107 

2003], the Wagner and Graf [2010] scheme improves the spatial and temporal variability of 108 

convective events in comparison to a bulk mass flux scheme.  109 

Stochastic models of convective clouds using birth-death processes and interactions among 110 

them were introduced by Khouider et al.[2010, 2014], and recent developments of the approach 111 

can be found in Gottwald et al. [2016] and Dorrestijn et al. [2016]. These multicloud models 112 

consider three modes of convective heating (deep, congestus and stratiform) and are concerned 113 

with the interplay between these modes and their couplings to aspects of the large-scale flow, 114 

particularly moisture and large-scale vertical velocity [e.g. Peters et al., 2017]. Bengtsson et al. 115 

[2013, 2016] use a cellular automata model for convective area fraction as a way to introduce 116 

stochasticity and estimate uncertainty associated with lateral communication of convection 117 

fluctuations in a numerical weather prediction model. They show some improvement in short term 118 

forecast of accumulated precipitation.   119 

Plant [2012] also proposed a stochastic cloud population model. It evolves according to 120 

probabilities of transitions using a master equation, and the focus was to make direct contacts with 121 

Eqs. 1 and 2 (for different assumed K-𝑀𝐵 relationships) in the limit of large system size. Although 122 

studied for a single cloud type in an idealized setting, the method allows prognostic treatments that 123 

are consistent with the energy equations to be combined with the stochastic nature of the assumed 124 

underlying processes.  In this study, we also consider a probabilistic representation for the non-125 

equilibrium dynamics of cloud populations. Of major interest here is the resulting distribution of 126 

the full spectrum of cloud sizes, and its development due to evolution of the imposed forcing. 127 

Those are not issues addressed by the previous work described above. In radiative convective 128 
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equilibrium, distributions of cloud number and mass flux can be predicted from equilibrium 129 

statistical mechanics [Craig and Cohen, 2006] and these have proved robust in cloud-resolving 130 

simulations even for convection exhibiting some organization [Cohen and Craig, 2006] or with 131 

some departures from equilibrium [Davoudi et al., 2010]. However, our investigations here will 132 

include consideration of diurnally varying forcings that may be far from equilibrium. We attempt 133 

to construct possible representations for the evolution of the cloud size distribution over the day. 134 

The representations considered will be informed by analysis of radar observations and convection 135 

permitting model (CPM) simulations. The framework that is developed is designed to contribute to 136 

(i) the testing of hypotheses regarding the roles of specific physical processes that could influence 137 

the evolution of the size distribution of convective cells including direct cloud-cloud interactions 138 

and (ii) the development of a stochastic, prognostic parameterization that includes a realistic 139 

representation of cloud population dynamics.  140 

In the next section, the observational data and model simulations used are described. In the 141 

subsequent section, a detailed description of the modeling framework and the behavior of multiple 142 

models constructed under various simplifying assumptions are examined.  143 

2. Description of observational data and CPM simulations 144 

In order to inform the development of the stochastic framework, we examine the cloud 145 

population dynamics from radar observations and CPM simulations. While the primary purpose of 146 

the study is not to extensively compare radar observations and the CPM simulations, as will be 147 

shown throughout the paper, their consistency provides us with confidence on the conclusions 148 

inferred to develop the stochastic framework. The radar observations used in this study are 149 

obtained from the C-band polarimetric (CPOL) scanning radar located at Darwin, Australia 150 

[Kumar et al., 2013a,b]. We use three wet seasons of CPOL data collected between November 151 
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2005-March 2006, October 2006-March 2007, and December 2009-April 2010. In total, 152 

approximately 11,760 hours of CPOL volumetric data are used to construct the cloud population 153 

statistics. The CPOL radar collects a 3-D volume of data within a 150 km radius (Fig. 1a) every 10 154 

min. Each volume scan consists of a total of 16 sweeps at elevation angles ranging from 0.5º to 155 

42º. The sweep data are then gridded to a Cartesian grid of (ΔX, ΔY, ΔZ) = (2.5, 2.5, 0.5) km. The 156 

vertical extent of the gridded data is from 0.5 to 20 km. Although the CPOL radar collects 157 

polarimetric observations that provide insights into microphysical processes, only the horizontal 158 

reflectivity is used for this study. For more details of the CPOL radar data processing, see Kumar 159 

et al., [2013a].  160 

To identify convective cells from the CPOL radar data, the Steiner et al. [1995] algorithm is 161 

applied to the radar reflectivity field at 2.5 km height. The Steiner algorithm mainly uses the 162 

horizontal texture (i.e., peakedness) of radar reflectivity to identify areas of intense radar echo 163 

return and designates them as convective. An individual radar pixel is classified as convective if 1) 164 

its reflectivity value is above 40 dBZ, or 2) it exceeds its area-averaged background reflectivity 165 

within an 11 km radius centered on the pixel. Surrounding pixels up to 5 km radius (based on 166 

background reflectivity value) can also be assigned as convective. All connected convective pixels 167 

are grouped and, a collection of at least five connected pixels is labeled as a convective cell. Thus, 168 

the smallest cells that are considered to be resolved by the gridded CPOL radar have an area of 169 

31.5 km2. 170 

For each convective cell, the averaged 10 dBZ echo-top height of the cell is determined as 171 

a proxy for the intensity of the convection (i.e., deeper echo-top heights indicate stronger updrafts 172 

lofting larger particles up in the troposphere). For better estimate of echo-top heights, only data in 173 

the range 20-140 km from CPOL are analyzed. The radar processing procedures described above 174 
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have been used in previous studies over Darwin region [e.g., Kumar et al., 2013] and over tropical 175 

Indian Ocean region [e.g., Hagos et al., 2014a, b]. 176 

The CPM component of this study focuses on the 1 January 2006 to 28 February 2006 177 

monsoon period, within the first CPOL season. The Weather Research and Forecasting (WRF) 178 

model [Skamarock et al., 2008] is used, with details of the model set-up provided in Table 1 and 179 

the simulation domain shown in Fig. 1b. The domain covers the region between 25°S-5°S and 180 

120°E-150°E, with 2.5 km grid spacing and the simulation is run without a cumulus 181 

parameterization. Lateral and surface boundary conditions are obtained from ERA-Interim 182 

reanalysis [Dee et al., 2011] and are updated 6 hourly. Sea surface temperatures are prescribed and 183 

are also updated 6 hourly. The reflectivity from the model is calculated online from a particle size 184 

distribution using a radar simulator [Smith et al., 1984].  Evaluations of the model performance in 185 

representing the radar-observed aspects of the convection are discussed throughout this paper, 186 

along with the analysis of the results. In order to increase the sample size of simulated radar 187 

reflectivity from the two-month long model simulation, thirteen additional “virtual radar” sites are 188 

considered along the northern coast of Australia in addition to the Darwin CPOL site and the 189 

reflectivity fields from circular areas equivalent in size to the CPOL radar domain (i.e. 150 km 190 

radius) are extracted (Fig. 1b).  The identification of convective cells within the domains of 191 

fourteen ‘virtual radars’ was done in the same way as for the observations. 192 

For each of the convective cells identified in the simulation, the cloud-base mass flux was 193 

calculated. This was done in two steps. First, the cloud-base height was identified for every grid 194 

column c identified as part of a convective cell. The base was defined as the lowest level 𝑧𝑏𝑐 for 195 

which the cloud liquid water content 𝑞𝑐𝑙𝑜𝑢𝑑(𝑧) was both larger than a threshold value of 10-5 kg 196 
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kg-1 and was below the level of peak 𝑞𝑐𝑙𝑜𝑢𝑑. Second, the cloud-base mass-flux per unit area for a 197 

convective cell was calculated as: 198 

𝑚𝑏 =
1

𝑁
∑ ⍴ (𝑧𝑏𝑐)𝑤(𝑧𝑏𝑐)

𝑁

𝑐=1

     (3) 199 

where ⍴ is the density in kg m-3 and w the vertical velocity in m s-1 for the N individual grid 200 

columns comprising the cell. The cell mass flux is then 201 

𝑀𝐵 = 𝑚𝑏𝑎 = 𝑚𝑏𝑁∆𝑎     (4) 202 

with a the cell area and ∆𝑎 the area of a grid column. The distinction between the cell mass flux 203 

per unit area, 𝑚𝑏, and the cell mass flux, 𝑀𝐵, is important for the discussion later.   204 

3. Stochastic modeling framework 205 

(a) General description 206 

As discussed in the Introduction, this study aims to develop a modeling framework for 207 

representing the evolution of the size distribution of convective cells. The general framework 208 

presented in this section is common to the hierarchy of models we develop in this study. In the 209 

subsequent section, specific models are constructed and evaluated against observations and the 210 

CPM simulations.  211 

We define a state of the cloud population in a given domain by the size distribution of the 212 

convective cells: i.e., a vector n , with elements in
 
denoting the number of cells of each possible 213 

size 𝑎𝑖 = 𝑖∆𝑎 , where ∆𝑎  is the area of a single grid point. Often in statistical mechanics 214 

population-dynamics problems like the one at hand can be formulated in the form of a master 215 

equation. We follow that approach below, although the dynamics will be evaluated numerically 216 
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and we do not seek an analytic solution. In this context, the master equation for the evolution of 217 

in  is given by: 218 

 i
ji j ij i

j i

dn
W n W n

dt 

    (5) 219 

jiW
 
is a transition rate from size ja  to size ia  and ijW is a transition rate from size ia  to size ja . 220 

It is convenient to define a size bin of zero area, 𝑎0, with 𝑛0 = 1, so that Eq. 5 describes the 221 

evolution for all 𝑖 ≥ 1and where 𝑊0𝑖 represents the formation of new clouds of size 𝑎𝑖 and 𝑊𝑖0 222 

represents the removal of clouds of size 𝑎𝑖. For non-zero values of the indices, the first term on the 223 

right hand side represents the gain in the number of clouds of size ia  that have evolved from other 224 

sizes 𝑎𝑗 while the second term represents the loss in the clouds of size ia  due to their evolution 225 

into clouds of other sizes 𝑎𝑗. For the origins, derivation and applications of the master equation in 226 

other fields see for example Gardiner [2004], van Kampen [2007], and Liang and Qian [2010]. In 227 

order to solve this set of coupled differential equations one has to know the transition rates under 228 

the given environmental conditions. Obviously ijW  and jiW  are not known for general conditions 229 

for all pairs of cell sizes but here we consider whether some simple assumptions may nonetheless 230 

be sufficient to produce W elements that give a reasonable description of the size distribution. 231 

 At any given time, we consider a number of convective pixels p within the domain of 232 

interest, so that the fraction of the domain f covered by convective pixels is: 233 

𝑓 =
𝑝∆𝑎

𝐴𝑑𝑜𝑚𝑎𝑖𝑛
      (6) 234 
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where domainA  is the area of the grid box. The model is evolved by removing and adding pixels with 235 

rates that are determined respectively by the first and second terms on the right-hand side of the 236 

following equation: 237 

𝑑𝑝

𝑑𝑡
=

1

𝑎1𝑚𝑏1
(−

∑ 𝑀𝐵𝑖𝑖

𝜏
+ 𝐹̅)     (7) 238 

𝑎1 = ∆𝑎 is the area of a single pixel and 𝑚𝑏1is the cloud-base mass flux per unit area for such a 239 

pixel. The forcing F  with dimensions of mass flux per unit time dictates the rate of formation of 240 

new pixels and is assumed to be provided as an input to the model according to the prevailing 241 

large-scale conditions. For application in a GCM, could be provided by an existing 242 

equilibrium-based closure calculation. When divided by the denominator it becomes the number 243 

of pixels being added to the system per unit time. 𝑀𝐵𝑖  represents the cloud-base mass flux 244 

associated with the convective cells of size 𝑎𝑖 and the removal rate is assumed to be such as to 245 

produce a simple Newtonian damping  of the mass flux with an associated convective relaxation 246 

timescale τ. The damping characterizes the dissipation of momentum and thermal contrasts as the 247 

convective air mixes with the environment and instability is removed. The key assumption in (7) is 248 

that the imbalance between cloud-base mass flux and the external forcing controls the amount of 249 

instability for further growth of existing convective cells or formation of new cells. However the 250 

equation does not specifically determine how this instability is distributed spatially and hence the 251 

size distribution of the cells (i.e., the connections among convective pixels or lack thereof). This 252 

process presumably involves internal variability as well as some degree of randomness. 253 

Furthermore note that Eq. 7 is perforce an approximation, since the number of pixels is an integer 254 

which is written above as a continuous variable. Whenever a pixel is added or removed in the 255 

F
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model, it is further necessary to specify how that relates to the existing state vector n in order to 256 

complete the definition of the transition matrix elements W. 257 

 Equation 7 is inspired by Eq. 1 with some key similarities and differences. A 258 

destabilizing role of the forcing and a stabilizing role of the cloud-base mass flux are preserved in 259 

Eq. 7 but we assume the large-scale forcing to be manifest directly in terms of the resulting area 260 

fraction of convection rather than via an instability measure. In other words, the forcing for pixel 261 

number in Eq. 7 is assumed to be related to the instability forcing in Eq. 1 by a factor of the form 262 

1/𝛾𝜏 that is treated as constant. The obvious advantage of framing the forcing in this way is that 263 

the area fraction is directly observable using radars. Moreover the large-scale forcing only 264 

determines the evolution of the total convective area fraction and does not specifically determine 265 

what cloud sizes/types will be produced.  Rather, the size distribution is assumed to be controlled 266 

by internal cloud population dynamics that we aim to model below.   Instead of using  Eq. 2 and 267 

an ansatz for  the relationship between cloud-base mass flux and kinetic energy, we  make use of 268 

the CPM results (with support from the observations) to specify the relationship between cloud-269 

base mass flux and cell size as will be discussed below.    270 

 To determine the relation of an added pixel to the existing ones, we define a probability 271 

of growth vector G such that 𝐺𝑖=0 represents the probability that the new pixel will be located in 272 

free space away from existing cells while 𝐺𝑖>0 represents the probability that the new pixel will be 273 

located adjacent to an existing cell of size ia  and so will constitute growth of that cell. The 274 

probability that the pixel will land on a cloud free space can be expressed as  275 

𝐺0 = 1 − ∑ 𝐺𝑖

𝑖>0

     (8) 276 
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If a pixel is added to the free space then the state vector is updated by 277 

𝑛1(𝑡 + 𝑑𝑡) = 𝑛1(𝑡) + 1     (9) 278 

whereas if a convective cell of size ia  gains a pixel according to this procedure then the state 279 

vector is updated by 280 

𝑛𝑖+1(𝑡 + 𝑑𝑡) = 𝑛𝑖+1(𝑡) + 1     ;      𝑛𝑖(𝑡 + 𝑑𝑡) = 𝑛𝑖(𝑡) − 1     (10) 281 

 Similarly the probability of decay vector D  is defined as 𝐷𝑖 for i>0 as the distribution of 282 

the probability that cells of a given size will lose a pixel when a pixel is removed from the domain. 283 

If a pixel is removed from a cell of size 𝑎𝑖>1then the corresponding state vector update is 284 

𝑛𝑖(𝑡 + 𝑑𝑡) = 𝑛𝑖(𝑡) − 1     ;      𝑛𝑖−1(𝑡 + 𝑑𝑡) = 𝑛𝑖−1(𝑡) + 1     (11) 285 

whereas the removal of a single-pixel cell corresponds to the update 286 

𝑛1(𝑡 + 𝑑𝑡) = 𝑛1(𝑡) − 1     (12) 287 

 The final ( )t dtn  size distribution is obtained when all the dp  pixels are 288 

added/removed to the domain one at a time according to the procedure discussed above. The flow 289 

chart in Figure 2 summarizes the procedure. For a given time-step, which in this case is 10 290 

minutes (motivated by the amount of time it takes for the CPOL radar to make a full circle), the 291 

given forcing determines the number of pixels to be added. These pixels are added one at a time as 292 

discussed above. The cells that gain these pixels are randomly drawn according to the probability 293 

of growth G, and n is updated. The number of pixels to be removed is determined by the cloud-294 

base mass flux and they are removed by the process above. The cells that lose pixels are randomly 295 

drawn according to the probability of decay D, and n is once again updated. The final n is then 296 
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used to calculate the new cloud-base mass flux, G and D for use in the next time step. In order to 297 

use Eq. 7, it remains to specify a relationship for the cloud-base mass flux 𝑀𝐵𝑖, as a function of the 298 

𝑛𝑖 cells in that area category 𝑎𝑖. Two different possibilities for such a relation will be considered 299 

in the models below.  300 

 Specific models constructed under this framework are defined by the assumed functional 301 

forms of the probability of growth vector G , the probability of decay D  and the cloud-base mass 302 

flux relationship.  Hereafter we refer to these models as STOchastic Models for Population 303 

dynamics of convective clouds (STOMP). Below we present and discuss the specific models, their 304 

corresponding assumptions, and evaluate their degree of realism. The consideration of and  305 

leads to a tridiagonal transition matrix which does not take account of (for example) merging and 306 

splitting of pre-existing cells. In the future, we aim to explore further populating the transition 307 

matrix with observation-based and physically-sound elements to represent such processes.    308 

(b) A uniform probability model (STOMP-UP) 309 

In the uniform probability (UP) model, we assume that new pixels can land anywhere in the 310 

domain independent of the spatial distribution of the existing pixels. In other words, the existing 311 

convective cells have no effect on where the new pixel is added. As we show and discuss below, 312 

such a model excludes important processes that are likely to be important for the cloud population 313 

dynamics, but it constitutes a useful base case for later developments. The growth vector in this 314 

model is thus defined only by the areas currently occupied by the corresponding cells: specifically, 315 

the probability that an existing cell of size ia will grow by acquiring the new pixel is 316 

      
i i

i

domain

n a
G

A
      (13) 317 

G D
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and the probability of formation of a new single-pixel cell 0G is given by the probability that the 318 

pixel lands on the convection-free area, which is related to the convective area fraction f as  319 

𝐺0 = 1 − 𝑓     (14)     320 

 Similarly the decay vector is defined so that all convective pixels in the domain have 321 

equal probability of being removed, such that 322 

i i
i

domain

n a
D

A
     (15) 323 

 A relationship between convective cell size and cloud-base mass flux is also needed and 324 

the simplest possibility is to assume a linear relationship. This is consistent with the common 325 

assumption that cloud-base mass flux variations are dominated by the variation in the total area 326 

fraction and that variation in vertical velocity is secondary [e.g. Robe and Emanuel, 1996; Kumar 327 

et al., 2015]. Therefore the cloud-base mass flux per unit area, 𝑚𝑏 in Eq. 4, is set to be constant, 328 

𝑚𝑏𝑖 = 𝑚𝑏 = 0.78 kg m-2 s-1, a mean value obtained by averaging the cloud-base mass flux per 329 

area obtained from all of the convective cells in the CPM simulation, regardless of their size. 330 

 Before discussing the behavior of this model, the nature and magnitude of the forcing 331 

deserves a brief discussion. No particular assumption is made about the origin of the forcing other 332 

than it maintains a certain amount of average cloud-base mass flux in long-term sense while 333 

maintaining temporal behavior of interest. In this particular study it either follows the solar cycle 334 

or it is constant in time. It is imposed on the system in a form of a rate of change of cloud-base 335 

mass flux (Eq. 7). Its long-term mean is given by a domain-average cloud-base mass flux obtained 336 

from the CPM simulation of 0.01 kg m-2 s-1 divided by the prescribed adjustment time  .  This 337 

form of forcing is meant to make the coupling of stochastic model to a broad range of traditional 338 



17  

cumulus parameterizations rather straightforward.  Given the rate of change of deterministic mass 339 

flux from a traditional closure, this model would produce the stochastic cloud-base mass flux 340 

without any reference to how the deterministic mass flux is calculated in the first place.    341 

 STOMP-UP is run for 10 years with a diurnally-varying forcing that mimics the solar 342 

cycle and its behavior is examined for two adjustment times of 𝜏 = 1 hr and 𝜏 = 4 hr. Such values 343 

for the adjustment timescale are consistent with values found in the literature for weak-344 

temperature gradient studies of the interactions of convection and the large scale [e.g. Daleu et al 345 

2015] and are representative of the time taken for gravity wave signals to propagate across the 346 

domain and adjust the large-scale atmospheric state. Figure 3 shows the mean diurnal cycle of the 347 

prescribed forcing (dashed line) and the response of the domain-mean cloud-base mass flux for the 348 

two adjustment times. As one might expect the lag between the forcing and the cloud-base mass 349 

flux is quite sensitive to the adjustment time: for a smaller adjustment time the mass flux is closer 350 

to the phase of the forcing, and the model would reduce to quasi-equilibrium for 𝜏 → 0. With 𝜏 =351 

4 hr the mass flux lags behind the forcing by about three hours in agreement with the CPM 352 

simulated diurnal cycle of the cloud-base mass flux.  353 

 Note that since the cloud-base mass flux is a linear function of cell area (i.e. the mass 354 

flux per area is independent of cell size by design), the total cloud-base mass flux in this case 355 

depends only on the total convective area fraction, and not on the cell size distribution. 356 

Nonetheless it is instructive to compare the cell size distribution from the stochastic model 357 

(STOMP-UP) with those obtained from radar observations and the CPM simulation. That 358 

comparison is shown in Figure 4 as a function of the total convective area fraction. Since the 359 

numbers of convective cells in the various size bins cover a broad range of scales the frequency of 360 

cells is shown on a log-scale. It is immediately apparent that the uniform probability model greatly 361 



18  

underestimates the frequency of large cells: for example, cells larger than 100 km2 are practically 362 

absent. Clearly chance alone cannot explain the existence of large convective cells found in both 363 

the CPOL observations and the CPM simulation. Rather some physical mechanism must exist that 364 

favors the formation of convective pixels in the neighborhood of existing cells and hence allows 365 

growth of large cells. In other words the empty spaces among convective cells must be less 366 

favorable for the formation of new convection than what a uniform probability suggests, and the 367 

STOMP-UP model likely underestimates the probability of existing cells growing as their lifecycle 368 

develops (𝐺𝑖>0) and overestimates probability of new cell formation (𝐺𝑖=0).   369 

 It is well known that formation of new convective cells is not random. López [1973, 370 

1976, 1977] and Houze and Cheng [1977] showed that the smaller convective cell sizes (below 371 

mesoscale dimension) over tropical oceans follow a lognormal rather than a normal distribution. 372 

López [1976] demonstrates mathematically how the lognormal distribution is the frequency 373 

distribution of a variable that is subject to the law of proportionate effects, i.e., a variable whose 374 

change in value at any step of a process is a random proportion of the previous value of the 375 

variable. This interpretation is discussed in the book of Aitcheson and Brown [1957], who traced 376 

the interpretation back to much earlier statistical work. If the change in a value of a variable x is a 377 

random proportion of its current value, then after n steps the logarithm of x is normally distributed. 378 

Thus, it is evident that the growth mechanism of cells is important for determining their population 379 

statistics. The growth of a cell is not a completely random amount but likely depends on the 380 

current size of the cell. 381 

 While not accurate, the uniform probability stochastic model is informative to the extent 382 

that it identifies the limitations of a purely random process for convective cell formation and 383 

growth. In the next subsection, we take a closer look at the CPOL observations and CPM 384 
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simulation to obtain a deeper insight into aspects of the physics missing in the simple stochastic 385 

model and develop a more complex version that aims to address these issues. 386 

      (c) An aggregation probability model (STOMP-AP) 387 

 As discussed above, an obvious limitation of the STOMP-UP model is that the uniform 388 

probability assumption leads to a large number of isolated convective cells. These cells  do not 389 

grow by chance because  they cover only a small fraction of the domain. In reality however, small 390 

cells grow quite readily and certainly more strongly than their size suggests (Figure 4). Thus a 391 

physical mechanism for growth has to be incorporated, allowing convective pixels to aggregate 392 

into fewer, larger cells.  Another important issue to consider is the lifecycle of convective cells. In 393 

STOMP-UP, it is assumed that the convective cells grow by acquiring the pixels assigned to them 394 

randomly with probability proportional to the fraction of the domain they cover. If that is the case, 395 

the mean size of convective cells in a scene at any time is proportional to the number of cells in 396 

the scene. Figure 5 shows the diurnal cycles of the number of convective cells and mean cell sizes 397 

from STOMP-UP model compared with those from the CPM simulation and the CPOL 398 

observations. In addition to the expected differences in the magnitude of size and number of cells, 399 

there is a phase difference in the diurnal cycle. For STOMP-UP, the evolution of the number of 400 

convective cells and mean cell size are in phase while the larger cells appear several hours after 401 

the peak number of cells for the CPM or for the CPOL radar observed cells.    402 

 One potential growth mechanism arises through humidification by detrainment from the 403 

clouds. As Cohen and Craig [2004] and Craig and Mack [2013] note, the subsidence effect of a 404 

convective cell is more or less uniformly distributed in the surrounding space through the rapid 405 

action of gravity waves, while the moistening effect is a much slower process because moisture 406 

has to be carried  away from the cell by much slower advection processes. This could make 407 
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environments near existing convection relatively humid and so potentially more favorable for the 408 

development of new convection. In an idealized modeling study, Craig and Mack [2013] 409 

demonstrated that the incorporation of such a distinction between the warming and moistening 410 

effects of convection can lead to the formation of larger dry and moist areas through a process 411 

which they refer to as coarsening. 412 

  A simple way to represent a  localized moistening process (or lifecycle processes in the 413 

development of cells, other indeed any other processes which favor the local growth of convection) 414 

in our framework is to modify the probability of growth vector G. Specifically we introduce a 415 

single parameter δ to describe the relative probability of growth of existing cells to the formation 416 

of new cells. Eqs. 13 and 14 are modified to 417 

0
i i

i

domain

n a
G

A


     (16) 418 

and 419 

𝐺0 = 1 − 𝛿𝑓     (17) 420 

respectively. Physically δ can be interpreted as determining how likely a new convection pixel is 421 

to be formed in the vicinity of an existing convective cell in comparison to a clear environment.  422 

 One could also modify the representation of the warming and stabilizing effect of 423 

convection, but as Craig and Mack [2013] argued, the warming effect of convection is likely to act 424 

relatively uniformly across the whole domain. Lacking a strong motivation to do otherwise, we 425 

leave the probability of decay vector D  unchanged.  426 
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 We consider the effect of the δ parameter on the diurnal cycle of convective cell count 427 

and mean cell size.  Figure 6 shows the diurnal cycle of these quantities for δ = 1 (as in STOMP-428 

UP), 15 and 30. As intended, with increasing δ the number of small isolated cells decreases and so 429 

the mean cell size increases. Importantly, the mean cell size peaks several hours after the cell 430 

number for the case of δ = 30 rather than peaking at around the same time as in δ = 1. A larger δ 431 

parameter results in qualitatively better agreement with the observations and CPM simulation. 432 

This can be interpreted as that the probability of forming a convective pixel in the vicinity of an 433 

existing cell is around 30 times more likely than forming a new isolated pixel. We could 434 

conceivably develop a more sophisticated representation of G with dependencies on 435 

environmental conditions, or on the sizes and number of existing cells, according to the dominant 436 

local enhancement process that is assumed. The constant δ parameter introduced here is simply a 437 

demonstration of the framework.  438 

 In developing the reference STOMP-UP model discussed in the last section and in 439 

modifying G as just discussed above, the cloud-base mass-flux per area was assumed to be 440 

constant and so the way in which convective pixels are spatially distributed has no bearing on the 441 

total cloud-base mass flux. Thus, the total cloud-base mass flux in the domain is proportional to 442 

the number of pixels irrespective of whether the pixels exist as individual cells or are connected 443 

into a large convective cell. This assumption can be tested using the CPM simulation results and 444 

the CPOL observations. Figure 7a shows the CPM simulation results for the mean cloud-base 445 

mass flux per unit area plotted as functions of cell area and convective area fraction. It is apparent 446 

that for given the area fraction, the cloud-base mass flux per unit area increases with the cell area. 447 

This implies that even for the same total area fraction (the same number of convective pixels), the 448 

scenes with larger cells will have a larger domain-average cloud-base mass flux. The dependence 449 
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may be interpreted in terms of the entrainment and detrainment of mass into and out of convective 450 

cells [e.g., de Rooy et al., 2013]. Smaller convective plumes have a larger perimeter to area ratio 451 

rendering them relatively more exposed to the drier and less buoyant environment. In comparison 452 

larger convective cells are more likely to have individual updrafts enclosed within the interior of 453 

the cell and shielded from direct interactions with environmental air.  Convectively induced cold 454 

pools are reported to facilitate such cloud-cloud and cloud-environment interactions [Feng et al., 455 

2015]. As a consequence of the interactions, larger cells are more likely to grow deep, and this 456 

may be observed from the corresponding cell-average 10 dBZ echo-top heights (Fig 7c). 457 

Unfortunately cell-level observation of cloud-base mass flux is not directly available from the 458 

radar observations and so we consider the cell-average 10 dBZ echo-top height from the CPOL 459 

radar as a proxy. Remarkably the relationship between cell size and echo-top height from the CPM 460 

simulation is in good agreement with the observation in describing how the observed cell-average 461 

echo-top height increases with cell size, consistent with the behavior of organized convection 462 

associated with the Madden-Julian Oscillation over tropical oceans [Hagos et al., 2014]. This 463 

point provides us with some confidence that the CPM simulation results are fit for the purpose of 464 

deriving a relationship between cloud-base mass flux and convective cell area.  465 

 Figure 8 shows the CPM relationship between convective cell size ia  and the cloud-466 

base mass flux per unit area bim . The cloud-base mass flux increases by around a third up to a 467 

cell area of about 500 km2 and more gradually for larger cell areas. A reasonable and simple 468 

approximation is provided by two linear relationships of the form 469 

𝑚𝑏𝑖 = 𝜆 + 𝜇 (
𝑎𝑖 − 𝑎1

𝑎1
)     (18) 470 
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where λ and μ are the fitted parameters corresponding to the red lines in Fig. 8. Substituting Eq. 18 471 

into Eq. 4 results in a nonlinear relationship between the cell cloud-base mass flux 𝑀𝐵𝑖 and cell 472 

area:  473 

𝑀𝑏𝑖 = [𝜆 + 𝜇 (
𝑎𝑖 − 𝑎1

𝑎1
)] 𝑛𝑖𝑎𝑖     (19) 474 

Specifically, for 𝑎𝑖 ≤ 500 km2, we use 𝜆 = 0.3 kg m-2 s-1, 𝜇 = 0.023 kg m-2 s-1, and for 𝑎𝑖 > 500 475 

km2, we use 𝜆 =0.54 kg m-2 s-1, 𝜇 = 0.0027 kg m-2 s-1 , respectively.  476 

 In the remainder of this section we present the model behavior with modified G under 477 

the linear and non-linear relationship between cloud-base mass flux and cell size. For brevity this 478 

version of the model will be referred to as STOMP-AP (Aggregation Probability) to highlight the 479 

fact that the probability of cell growth favors aggregation.     480 

(i) Response to constant forcing  481 

 The behaviors of the linear and non-linear versions of the STOMP-AP model in 482 

comparison to those of STOMP-UP are examined. Eight one-year long simulations are performed. 483 

The simulations differ by whether they are linear (Eq. 4) or non-linear (Eq. 18, the relationship 484 

between cloud-base mass flux and cell area, as discussed in section 3b), the stochastic model used 485 

(STOMP-UP with δ = 1 and STOMP-AP with δ = 30 in Eq. 16 and Eq. 17) and the adjustment 486 

time (τ = 1 hr or 4  hr). A steady forcing equivalent to adding 8 and 2 pixels of area   
a

1
= 31.5 km2

 487 

every 15 minutes for adjustment timescales of one and four hours respectively is prescribed. In 488 

both cases the forcing results in the equilibrium cloud-base mass flux per area of 0.0097 kg m-2 s-1 489 

and 0.0078 kg m-2 s-1, respectively, which are comparable to the long-term mean obtained from the 490 

CPM simulation.  491 
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 Time series for the area-averaged cloud-base mass flux in the simulations are shown in 492 

Figure 9. As expected, all of the linear simulations produce a steady equilibrium solution, and 493 

because the cloud-base mass flux per area is independent of cell size in these runs, any 494 

stochasticity of the cell sizes has no impact on this diagnostic. For the non-linear solutions, 495 

however, the cloud-base mass flux per unit area depends on cell size, and hence the stochasticity 496 

in the instantaneous distribution of cell sizes manifest in modifying the averaged mass flux. Using 497 

the STOMP-UP formulation, the cell size variability is small (recall Fig. 4a) and so the 498 

stochasticity remains weak and the solution for averaged cloud-base mass flux remains close to the 499 

corresponding linear simulations (Figs. 9a,b). As we investigate in more detail below, the 500 

STOMP-AP formulation produces cells covering a broader range of sizes. With 10.0   the 501 

amplitude of the cloud-base mass flux fluctuation increases dramatically (Figs. 9c,d).  502 

 In order to understand what is happening in this case, suppose that the system starts in a 503 

quiescent state with a few small cells. By virtue of their small number and size, these cells are 504 

unlikely to grow and instead new cells will be formed. The cloud-base mass flux increases rather 505 

gradually with the increase in the number of cells. Later, as some cells grow larger, the non-linear 506 

effects of aggregation G on one hand and the non-linear dependence on mass flux on the other 507 

result in a rapid increase of cloud-base mass flux. This can produce cloud-base mass flux that 508 

overshoots the equilibrium. The damping term D in the pixel evolution equation (Eq. 15) then 509 

becomes more important than the forcing and leads back towards a quiescent period. Such an 510 

evolution is reminiscent of the recharge-discharge cycle response to steady forcing found by Yano 511 

and Plant [2012], albeit with a different origin for the nonlinear growth phase. Here the 512 

nonlinearity arises because larger cells account for more than their share (by area) of the cloud-513 

base mass flux in the system and because those larger cells are allowed to develop preferentially 514 
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over small isolated cells. The adjustment timescale influences the frequency of this oscillation. 515 

Larger adjustment time-scale leads to the appearance of lower frequency of oscillation and 516 

episodes of potentially large cloud-base mass flux because some convective cells would have 517 

more time to grow.  518 

 (ii) Response to diurnal forcing 519 

 We now consider the response of the STOMP-AP model to a diurnally-varying forcing. 520 

The diurnal variation of the forcing is identical to that shown in Fig. 3, with its amplitude chosen 521 

to produce a mean cloud-base mass flux that is comparable to that obtained from the CPM 522 

simulation about 0.01 kg m-2 s-1. For this case we set δ = 30 and τ = 4 hr.   523 

 Figure 10 shows the diurnal cycle of the cloud-base mass flux. The linear and non-linear 524 

models produce similar lags of the mass flux peak compared to the forcing, in agreement with that 525 

in the CPM simulation. However, it is noteworthy that the non-linear model produces an 526 

additional lag of around an hour relative to its linear counterpart. In the linear case, the area-527 

averaged cloud-base mass flux depends only on the total area fraction and hence the lag is 528 

determined by the adjustment time, as previously discussed. Recall that by design the STOMP-AP 529 

model has a lag between the peak number of cells and the peak in the mean cell size (Fig. 6) as 530 

also found in observations and the CPM simulation (Fig. 5). For the non-linear model a large 531 

number of small cells provides less cloud-base mass flux than a small number of large cells, and 532 

hence the delay of STOMP-AP in producing large cell sizes also induces a delay in the mass flux 533 

peak.  534 
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 To illustrate these points, an example diurnal cycle of cell number and size evolution in 535 

STOMP-AP for an arbitrary day is shown in Figure 11. In conjunction with Fig. 6, it suggests that 536 

the diurnal cycle of cloud populations can be considered in three stages. 537 

1. With the onset of the forcing at 06 AM, small convective cells start to appear and their 538 

number increases throughout the morning, peaking around noon.  539 

2. From early afternoon larger cells start to appear. The mean size of the cells peaks around 540 

03 PM, by which time the number of cells is reduced because of the preferential growth of 541 

the larger cells (or, equivalently, due to the relatively unfavorable environment for new, 542 

isolated, convective pixels).  543 

3. Late in the afternoon and through the night, as the forcing declines, the convective cells 544 

decay, with reductions to both mean number and size.  545 

 Having demonstrated some interesting and encouraging behavior from the STOMP-AP 546 

model we can now revisit our objective of using it to predict the size distribution of convective 547 

cells, and the dependence of that distribution on the total area fraction. Figure 4 shows that the 548 

STOMP-UP model greatly overestimates the number of small cells and underestimates the number 549 

of larger cells. Such limitations motivated the development of STOMP-AP, which can account for 550 

aggregation of cells and the non-linearity of mass flux dependence on cell size. Comparison of 551 

Figure 12 and Fig. 4a shows that both the linear and non-linear forms of STOMP-AP greatly 552 

improve the size distribution over STOMP-UP. There is slight difference between the two in that 553 

the non-linear model generally produces larger cells, in better agreement with observations and the 554 

CPM simulation. On the other hand, the non-linear model somewhat underestimates the frequency 555 

of smaller cells and overestimates the frequency of larger cells at the higher values of the total area 556 

fraction.  557 
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4. Conclusion 558 

  This article proposes a new prognostic framework for understanding the population 559 

dynamics of convective clouds and representing them in climate models. The approach used 560 

follows the non-equilibrium statistical mechanical approach to modelling population dynamics 561 

through a master equation. The aim is to represent the evolution of the number of convective cells 562 

of a specific size and their associated cloud-base mass flux, given a large-scale forcing for the 563 

convective area.  564 

 In this framework, referred to as STOchastic framework for Modeling Population 565 

dynamics of convective clouds (STOMP), the evolution of convective cell size is predicted from 566 

three key characteristics, which may depend on the convective cell size ia . These characteristics 567 

are (i) the probability of growth ( )iG , (ii) the probability of decay ( )iD , and (iii) the cloud-base 568 

mass flux BiM . STOMP models are constructed and evaluated against CPOL radar observations at 569 

Darwin, Australia and CPM simulations. In the first model, the evolution of convective cell sizes 570 

is treated through the random addition and removal of convective pixels with a uniform 571 

probability (STOMP-UP) across the domain. Thus, a new pixel is sited irrespective of whether the 572 

location is currently convective or environmental. The cloud-base mass flux of a cell is assumed to 573 

be a linear function of cell size. It was shown that STOMP-UP underestimates the frequency of 574 

large convective cells (Fig. 4) and that it has diurnal cycles of the mean numbers of cells and mean 575 

cell sizes in phase, while for observations and the CPM the latter lags by about three hours (Fig. 5).   576 

 To overcome those deficiencies we developed the STOMP-Aggregation Probability 577 

model (STOMP-AP), in which the probability of growth is modified such that a simple 578 

aggregation parameter δ allows growth of existing cells to be favored over the formation of new 579 



28  

ones. The aggregation parameter was chosen to reproduce the observed lag between the diurnal 580 

cycles of the mean numbers of cells and the mean cell sizes (Fig. 6). We also used CPM 581 

simulation results to develop the model further, demonstrating that cloud-base mass flux is a non-582 

linear function of cell size (Figs. 7 and 8), and incorporated the fitted relationship within STOMP-583 

AP. Under steady forcing, the model with aggregation and with non-linear dependence of mass 584 

flux on convective cell size can result in a solution with a stochastic oscillation: this is between a 585 

‘recharge’ period when small convective cells increase in number but mass flux and mean cell size 586 

are relatively low, and a ‘discharge’ period when large cells appear and their damping due to their 587 

associated mass flux overwhelms the forcing, thereby reducing the number of convective cells 588 

(Fig. 9d). Under a diurnally-varying forcing, the non-linearity increases the lag between peak 589 

forcing and the mass flux peak because much of the mass flux is carried by the larger cells which 590 

form later in the afternoon (Fig. 10). Finally it was shown that the treatment of aggregation and (to 591 

a lesser extent) the non-linearity leads to much-improved cell size statistics for a given total 592 

convective area fraction (Fig. 12) compared to the linear model.  593 

 Besides its use in developing understanding of convection processes and the controls on 594 

convective size distributions, this framework is also designed to be capable of providing 595 

alternative, non-equilibrium, closure formulations for spectral mass flux parameterizations. Given 596 

the appropriate forcing from the host climate model (which could be estimated from the pre-597 

existing closure method in many GCMs), the framework can be used to evolve the cloud-base 598 

mass flux according to the assumed cloud population dynamics. In addition it provides a spectrum 599 

of convective cell sizes, which may be used to close a spectral parameterization [e.g. Zhang and 600 

McFarlane, 1995; Plant and Craig, 2008; Wagner and Graf, 2010] for which cloud processes can 601 

be treated more directly at the cloud scale, with possible benefits for radiative processes, aerosols 602 
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and microphysical processes [e.g. Song et al., 2012] involved in the formation of stratiform rain 603 

and MCSs. The cell size distribution may also be useful for the treatment of scale-awareness in 604 

grey zone parameterizations, through including only a suitable part of the convective cell size 605 

spectrum for the calculation of unresolved mass flux. Future work will involve incorporation of 606 

this framework into a mass flux cumulus scheme and examination of its impact on model 607 

climatology and variability.     608 
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Table 1.  Convection permitting model simulation configuration 633 

Parameter or initial 

condition 

Configuration 

Horizontal grid spacing 

Cumulus  

Longwave  radiation  

2.5 km 

None 

The Rapid Radiative Transfer Model [Mlawer et al., 

1997] 

Shortwave radiation  The Rapid Radiative Transfer Model [Morcrette et al., 

2008] 
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Microphysics  Thompson [Thompson et al., 2008] 

Boundary layer  Yonsei State University scheme [Hong et al., 2006] 

Surface, initial and boundary 

condition data  

 

Nu 

ERA-Interim, updated every 6 hours 

Number of vertical levels   

Model top                         

30 

50 hPa 

 634 

 635 

  636 
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Figure Captions 826 

FIG. 1. (a) Example radar reflectivity snapshot at 2.5 km height showing the C-Pol radar site at 827 

Darwin, Australia. The black dot indicates the site and the red circle marks the approximate 150 828 

km range of the radar. (b) Example simulated reflectivity snapshot at 2.5 km height showing the 829 

WRF model domain. The red circle marks the CPOL area and the black circles mark the ”virtual 830 

radar” areas, from which the reflectivities and convective cell mass fluxes simulated by the model 831 

are extracted for analysis. 832 

FIG. 2. A flow-chart of the stochastic framework for modeling the population dynamics of con- 833 

vective clouds. In this framework a model is defined by how the probability of growth (G), the 834 

probability of decay (D) vectors and the relationship of mass flux with the convective cell size are 835 

specified.The green and red arrows represent a calculation at the current time-step and input from 836 

the previous time-step respectively. 837 

 838 

FIG. 3. (a) Diurnal cycle of cloud base mass flux from the two STOMP-UP simulations (color), 839 

from the CPM simulation and the prescribed diurnal forcing (black dashed line). The forcing 840 

displayed is normalized by the daily mean and is therefore dimensionless. 841 

FIG. 4. The logarithm of size distribution of convective cell size as a function of the total area 842 

fraction for (a) the STOMP uniform probability model, (b) CPM simulation and (c) C-Pol obser 843 

vation. 844 

FIG. 5. The mean diurnal cycle of the number of convective cells (blue) and mean cell size (red) 845 

for (a) the STOMP uniform probability model, (b ) the CPM simulation and (c) C-Pol radar. 846 

FIG. 6. Same as Fig. 5, for STOMP Uniform Probability (δ = 1.0, solid lines) and STOMP 847 

Aggregation Probability model with δ = 15.0 (dashed lines) and δ = 30.0 (dotted lines). 848 
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FIG. 7. (a) cloud base mass flux from the CPM simulation, (b) 10dBZ echotop height as a function 849 

of total convective area fraction and cell size for the CPM simulation and (c) same for the C-Pol 850 

radar. 851 

FIG. 8. The relationship between cloud-base mass flux per unit area and convective cell size. The 852 

red regression lines are used to parameterize the relationship. 853 

FIG. 9. 30 day timeseries of the area average convective mass flux from (a,b) STOMP-UP and 854 

(c,d) STOMP-AP using the linear (red lines) or non-linear (blue lines) relationship between cloud- 855 

base mass flux and cell area. The adjustment time (τ ) used is 1 hr for (a) and (c) and 4 hrs for (b) 856 

and (d). 857 

FIG. 10. 100 day average of the diurnal cycle of cloud-base mass flux from STOMP-AP simula 858 

tions using the linear (red) or non-linear (blue) relationship between cloud-base mass flux and cell 859 

area. Also shown are results from the CPM simulation (green). The forcing (displayed in dashed 860 

line) is normalized by the daily mean and is therefore dimensionless. 861 

 862 

FIG. 11. An example of the evolution of convective cell population simulated by STOMP Aggre 863 

gation Probability model under diurnally varying forcing (dashed solid line, Fig 10). 864 
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FIG. 12. The logarithm of the size distribution of convective cells as a function of area fraction 865 

for  (a) STOMP-AP with linear dependence of cell mass flux on cell area, (b) STOMP-AP with 866 

non- linear dependence of cell mass flux on cell area, uniform probability model, (c) CPM 867 

simulation, and, (d) C-Pol observations. 868 

 869 
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(a) STOMP-AP (Linear)
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(b) STOMP-AP (Non-linear)
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(c) CPM simulation
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(d) C-POL  Radar observations
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FIG. 12. The logarithm of the size distribution of convective cells as a function of area fraction for

(a) STOMP-AP with linear dependence of cell mass flux on cell area, (b) STOMP-AP with non-

linear dependence of cell mass flux on cell area, uniform probability model, (c) CPM simulation,

and, (d) C-Pol observations.
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