
For Peer Review
The influence of resolved convective motions on scalar 

dispersion in hectometric scale numerical weather 
prediction models

Journal: QJRMS

Manuscript ID QJ-23-0138.R1

Wiley - Manuscript type: Research Article

Date Submitted by the 
Author: 03-Oct-2023

Complete List of Authors: Blunn, Lewis; Met Office, MetOffice@Reading
Plant, Robert; University of Reading, Meteorology
Coceal, Omduth; University of Reading, Meteorology
Bohnenstengel, Sylvia; Met Office, MetOffice@Reading
Lean, Humphrey; Met Office, MetOffice@Reading
Barlow, Janet Fraser; University of Reading, Meteorology

Keywords: hectometric, air quality, dispersion, lagrangian stochastic model, city-
scale

Country Keywords: United Kingdom Of Great Britain And Northern Ireland

 

Quarterly Journal of the Royal Meteorological Society



For Peer Review

OR I G I N A L A RT I C L E

The influence of resolved convective motions onscalar dispersion in hectometric scale numericalweather prediction models
Lewis P. Blunn1,2,3* | Robert S. Plant2 | Omduth
Coceal2,3† | Sylvia I. Bohnenstengel1 | Humphrey W.
Lean1 | Janet F. Barlow2
1MetOffice@Reading, University of
Reading, Reading, RG6 6ET, UK
2Department of Meteorology, University of
Reading, Reading, RG6 6ET, UK
3National Centre for Atmospheric Science
(NCAS), University of Reading, Reading,
RG6 6ET, UK
Correspondence
Department of Meteorology, University of
Reading, Reading, RG6 6ET, UK
Email: r.s.plant@reading.ac.uk
Present address
*MetOffice@Reading, University of
Reading, Reading RG6 6ET, UK†Department of Meteorology, University of
Reading, Reading, RG6 6ET, UK

TheUKMetOfficehas a 300mgrid length numerical weather
prediction (NWP)model running routinely over London and
in research mode city-scale hectometric grid length NWP
has become commonplace. It is important to understand
howmoving from kilometre to hectometre scale grid length
NWP influences boundary layer vertical mixing. For a clear-
sky convective boundary layer (CBL) case study, using 55m
and 100 m grid length NWP, we demonstrate that CBL ver-
tical mixing of passive scalar is almost fully resolved. Pas-
sive scalar converges near the surface after emission from
an idealised pollution ground source representing city-scale
emissions, and is transported in updrafts preferentially into
the upper boundary layer. Approximately 8 kmdownstream
of the source edge this causes 34% lower near-surface con-
centrations compared to 1.5 km grid length NWP, where
vertical mixing is fully parameterised. This demonstrates
that resolving ballistic type dispersion, which is not typically
represented in NWP vertical mixing parameterisations, can
have a leading order influence on city-scale near-surface
pollution concentration. Wepresent a simple analyticalmodel
that is able to capture diffusive and ballistic dispersion be-
haviour in terms of effective timescales. The timescale con-

1

Page 1 of 27 Quarterly Journal of the Royal Meteorological Society

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

2 Blunn et al.

trolling how long it takes passive scalar to become well-
mixed in the CBL is ≈ 3 times longer for the 1.5 km com-
pared to the 100 m and 55 m grid length NWP.
K E YWORD S
hectometric, air quality, dispersion, lagrangian stochastic model,
city-scale

1 | INTRODUCTION
Over the past decade several studies have evaluated kilometre versus sub-kilometre scale numerical weather predic-
tion (NWP) for different meteorological applications (Hagelin et al., 2014; Leroyer et al., 2014; Hanley et al., 2015;
Boutle et al., 2016; Hanley et al., 2016; Ronda et al., 2017; Belair et al., 2018; Leroyer et al., 2022). At sub-kilometre
horizontal grid lengths (∆) urban areas are better represented in NWP, and therefore these models are often referred
to as “urban-scale”. For ∆ = O(100m) , unlike ∆ = O(1km) , the majority of convective boundary layer (CBL) turbulence
is explicitly resolved (Boutle et al., 2014; Honnert et al., 2020), and turbulent structures such as horizontal convective
rolls (HCRs) are simulated (Lean et al., 2019). Until now, the influence of parameterising (∆ ≥ O(1km)) versus explicitly
resolving CBL vertical mixing of passive scalars in NWP has not been investigated. This study assesses the potential
improvements and changes in vertical mixing behaviour when moving from ∆ = O(1km) to ∆ = O(100m) NWP.

Turbulent dispersion of particles has two different behaviours at long and short times after release. In the long
time “diffusive” limit, defined as times greater than the order of a decorrelation timescale τ , dispersion is less efficient,
since particles have lost memory of the initial eddy into which they were released. The particles undergo random
motion, with the mean square displacement of particles increasing proportional to time (Taylor, 1922). In the short
time “ballistic" limit, particles travel at the velocity within the eddy they were released into, and the mean square
displacement of particles increases proportional to the time squared (Taylor, 1922). First using large-eddy simulation
(LES) (Deardorff, 1972b), then experimentally using a water convection chamber (Willis and Deardorff, 1976), it was
found that ballistic type dispersion results in passive scalar having a “lift-off" behaviour when released near the surface.
At times on the order of a convective eddy turnover time (t∗) (Lilly, 1968; Deardorff, 1970), particles have a larger
likelihood of being in the upper than lower half of the CBL, and there is a decrease in near-surface concentration.

Passive scalar dispersion in NWP can be used to understand aspects of pollution dispersion in air quality models
(AQMs), since chemical species in AQMs are treated as passive scalars when transported (Warhaft, 2000; Kukkonen
et al., 2012; Baklanov et al., 2014). Also, like NWP, regional to global scale AQMs generally use K-theory (sometimes
with an additional counter-gradient term) to parameterise turbulent mixing (Kukkonen et al., 2012; Baklanov et al.,
2014), so results from NWP are applicable to AQMs. City-scale AQMs that resolve urban topography typically use
advanced Gaussian plume dispersion models (McHugh et al., 1997; Cimorelli et al., 2005; Stockie, 2011), which, like
K-theory based dispersion models, only represent diffusive type dispersion. Exceptions to the rule are Lagrangian
stochastic models (LSMs) (Wilson and Sawford, 1996; Thomson and Wilson, 2012) (such as the UK Met Office’s
NAME Model (Webster and Thomson, 2018)) which can incorporate ballistic type dispersion.

Here, for the first time it is possible to evaluate city-scale CBL vertical mixing of passive scalar at ∆ = O(1km)
and ∆ = O(100m) within one NWP framework (the UKMet Office Unified Model (MetUM)), enabling investigation of
the implications for AQMswhen ballistic type dispersion is represented. Previous studies employing methods capable
of representing both diffusive and ballistic dispersion have been for point sources or distributed sources, with study
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regions of limited streamwise extent. The size restriction is caused by computational cost (LES) or limited chamber size
(experiments) (Deardorff, 1972b; Willis and Deardorff, 1976, 1981; Gopalakrishnan and Avissar, 2000; Dosio et al.,
2003, 2005). Previous literature has therefore not explored the full city-scale downstream evolution of passive scalar
from a city-scale ground source.

We study vertical mixing of continuous and puff released passive scalar from a homogeneous ground-area source
for a clear-sky CBL case study (4th May 2016) at ∆ = 55 m, ∆ = 100 m, and ∆ = 1.5 km. The idealised pollution
emissions (i.e., passive scalar) are transported by NWP simulations that have fully realistic meteorology. Our research
questions are:
• Is the three-dimensional spatial structure and evolution of the passive scalar field realistic in ∆ = O(100m)

NWP?
• Can a reduced analytical model capture timescales that characterise the different vertical mixing regimes

in ∆ = O(1km) and ∆ = O(100m) NWP?
• Does resolving ballistic type dispersion affect city-scale evolution of near-surface pollution concentration?

The paper is structured as follows: Sect. 2 describes the case study, MetUM configurations, and passive scalar
sources, Sects. 3.1.1 and 3.1.2 analyse the CBL and passive scalar field structure in the vertical and horizontal, respec-
tively, Sect. 3.2 qualitatively interprets the vertical mixing dynamics, Sect. 3.3 quantifies the vertical mixing behaviour
with timescales from a reduced analytical model, Sect. 3.4 investigates the importance of ballistic type dispersion on
city-scale near-surface concentrations, Sect. 4 summarises and discusses the paper findings, and Appendix 1 outlines
the reduced analytical model.

2 | METHODS
2.1 | Case Study
The chosen case study date is 4th May 2016. South-East England was under a high pressure system centred on
continental Europe (Blunn, 2021). According to the London Urban Meteorological Observatory (LUMO; Kotthaus and
Grimmond (2014)) it was a clear-sky day. This is based on the definition that at least 3 of the 4 ceilometers had no
overhead cloud at any height more than 99% of the time. A clear-sky day was chosen since clear-sky conditions are
conducive to strong CBL mixing. Also, they are the most simple conditions in which to study CBL mixing, since there
is no influence from cloud generated latent heating or turbulence.

At University of Reading Atmospheric Observatory (URAO, ≈ 60 km west of Central London, 51.44 ◦N 0.94 ◦W,
blue cross Fig. 1a) the hourly-average 10mwind directionwas predominantly from the south between 08:00 UTC and
22:00 UTC, varying between 165◦ and 203◦, with a mean of 186◦. Sensible heat flux (QH ) observations were available
from a network of three scintillometers separated by 1 − 3 km in Central London (Crawford et al., 2017). Between
11:00 UTC and 15:00 UTC, hourly averaged QH was 300− 400Wm−2 for the different scintillometer paths. At URAO
the average 10 m wind speed was 2.8 m s−1 during the same period. Given the moderate wind speeds and large QH ,
the case date is suitable for the study of an archetypal CBL. The aim of this study is not an evaluation of the modelled
convection as Doppler lidar observations are not available unlike in Lean et al. (2019).

2.2 | Model Configuration
The MetUM (version 10.5) simulations are performed using a one-way nested research suite centred on London. See
Table 1 and Fig. 1a for the model configurations and domains, respectively. The simulations contain idealised passive
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scalar emissions (see Sect. 2.3), but fully realistic meteorology (e.g., microphysics, orography, and land—atmosphere
exchanges). The outermost nest is the variable resolution UKV model (Tang et al., 2013) which has ∆ = 1.5 km over
South-East England. Archived operational UKV model output are used to provide initialisation and hourly lateral
boundary conditions (LBCs). The UKV nest provides LBCs to the ∆ = 500 m model (UM500), which passes LBCs to
the ∆ = 300mmodel (UM300), which finally passes LBCs to drive both the ∆ = 100m (UM100) and ∆ = 55m (UM55)
models. LBCs for the 500–55 m models have a frequency of 15 min. The simulation start times are 00:00 UTC for
the UKV and UM500, 03:00 UTC for the UM300, and 06:00 UTC for the UM100 and UM55, so that the time period
common to all models is 06:00–22:00 UTC, allowing at least 5 hours for the turbulence to spin up in all of the models
before first model output analysis (11:00 UTC).
TABLE 1 Model configurations.

Model Horizontal Grid Length Domain size (grid points) Time step Vertical levels
UKV 1.5 km 744 × 928 60 s 70

UM500 500 m 600 × 600 10 s 140
UM300 300 m 430 × 430 10 s 140
UM100 100 m 800 × 800 3 s 140
UM55 55 m 1440 × 1440 2 s 140

Lean et al. (2019) used an almost identical UM nesting suite and tested a ∆ = 100 m model domain with 30 km
× 30 km horizontal extent. Turbulence did not “spin up” until 10 − 15 km downstream of the inflow boundary. By
extending the horizontal extent of the domain to 80 km × 80 km the turbulence had fully developed before it reached
the London area (approximately 50 km × 50 km). The case study was clear-sky CBL like the one presented here, so the
same 80 km × 80 km domain has been used for the 100 m and 55 mmodels. The domain top in all models is at 40 km.
A Charney-Phillips vertical grid is used where there are half levels (containing e.g., horizontal velocities and pressure)
that are staggered with full levels (containing e.g., potential temperature, passive scalar, and vertical velocity). Spacing
is quadratic so that there is higher vertical resolution within the BL than above. The UKV uses a 70 vertical level set
which has 23 full levels within the lowest 2 km at heights 5.0, 21.7, 45.0, and 75.0 m within the lowest 100 m, and
the other models use a 140 vertical level set which has 52 full levels within the lowest 2 km at heights 2.0, 5.3, 10.0,
16.0, 23.3, 32.0, 42.0, 53.3, 66.0, 80.0, and 95.3 m within the lowest 100 m.

TheMetUMversion 10.5 dynamical core (“ENDGame”) solves fully compressible, non-hydrostatic, deep-atmosphere
dynamics using a semi-implicit semi-Lagrangian (SISL) numerical scheme (Davies et al., 2005; Wood et al., 2014). The
scale-aware blended boundary layer (BL) scheme is used for sub-grid turbulent mixing (Boutle et al., 2014). With de-
creasing ∆more turbulence is resolved, and the blending is increasingly weighted towards the local three-dimensional
(3D) Smagorinsky-Lilly turbulence scheme (Lilly, 1962; Smagorinsky, 1963; Halliwell, 2017) rather than the non-local
one-dimensional (1D) BL scheme (Lock et al., 2000). The land surface model is the Joint UK Land Environment Simu-
lator JULES (Best et al., 2011; Clark et al., 2011) and the module MORUSES treats the urban aspects of the surface
(Porson et al., 2010; Bohnenstengel et al., 2011). MORUSES parametrises interactions between the urban surface
and the atmosphere by assuming a 2D infinite street canyon geometry that accounts for the height and separation of
buildings.

Analysis focuses on the UKV, UM100, and UM55 because of scalar non-conservation issues in the UM500 and
UM300. At ∆ = O(500m) the dominant CBL turbulence is in the “grey zone” (Wyngaard, 2004; Honnert et al., 2020),
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F IGURE 1 (a) Nesting suite schematic with urban fraction plotted. Each nest is highlighted in red. The outermost
nest is the UKV, and in decreasing domain size order the other nests are the UM500, UM300, UM100, and UM55.
The UM100 and UM55 have the same domain size. URAO is highlighted with a blue cross and is just to the west of
the UM100/UM55 domain. (b) UM55 wind speed map at 13:00 UTC at height 300 m. The arrows are wind vectors.
Highlighted are the puff release ground source area (red solid line, around the full region displayed in (b)), continuous
release ground source area (red dashed line), analysis region 1 (black dashed line), analysis region 2 (black solid line),
horizontal cross-section location (grey solid line) (Fig. 4), west-east vertical cross-section location (horizontal
magenta dotted line) (Fig. 3), and south-north vertical cross-section location (vertical magenta dotted line) (Fig. 6).

and updrafts become grid scale. Also, SISL advection is not inherently conserving, meaning that when wind is inter-
polated from grid points straddling a departure point in a single grid point updraft, there is cancellation of the wind,
resulting in insufficient scalar dilution in the updraft, and excess scalar is produced (Blunn, 2021). The UKV, UM100,
and UM55 passive scalar is much less influenced by the passive scalar non-conservation issues, because the updrafts
are not grid-scale in the mixed layer of the CBL. Also, the excess passive scalar produced in the UM500 and UM300
does not influence the other models, because the passive scalar is not passed between model boundaries. There is
ongoing work at the UK Met Office on ameliorating scalar non-conservation issues.

2.3 | Source and Analysis Regions
Two passive scalars are included in the simulations, one with continuous and the other with puff release from a ground
area source. The same source areas and emission rates are used in all models to facilitate comparison. The continuous
release passive scalar is from a homogeneous ground source with horizontal dimensions 50 km × 50 km (red dashed
line, Fig. 1b). The source provides a simple framework in which to study idealised city-scale spatial variation of passive
scalar concentration over London. The puff release passive scalar is also from a homogeneous ground source, but with
its horizontal extent covering the entire UM100/UM55 domains (red solid line, Fig. 1b). The puff releases are used to
analyse vertical mixing timescales. On the hour passive scalar is released and at the end of the hour it is completely
flushed from the domain. An hour is long enough for the passive scalar to become well-mixed in the CBL. The large
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source area enables an analysis region to be selected far enough in from the source boundaries that zero passive scalar
air is not advected in within the hour.

Analysis region 1 (black dashed line, Fig. 1b) starts 30 km downstream of the southern edge of the continuous
source, extends 15 km downstream, and is 40 km in the cross-stream. It is large enough to contain > 10 CBL eddies
(each with size of O(1 km)), has minimal flow variation (∼ 1 m s−1, Fig. 1b) on the scale of the analysis region, and has
minimal zi variation (< 5%) on the scale of the analysis region. This ensures that flow statistics are robust and locally
representative. Analysis region 2 (black solid line, Fig. 1b) is used to study the evolution of the vertical passive scalar
distribution with downstream distance from the upstream edge of the continuous release source (Sect. 3.4).

3 | RESULTS AND DISCUSSION
3.1 | Convective Boundary Layer Structure
In this section, the vertical (Sect. 3.1.1) and horizontal (Sect. 3.1.2) structure of the CBL is analysed. Vertical profiles
and vertical cross-sections provide information on the general structure of the CBL during the case study, and insights
into vertical-mixing and passive scalar distribution differences between model resolutions. Passive scalar horizontal
cross-sections and vertical velocity two-point correlations further elucidate these differences.

3.1.1 | Vertical Structure
Vertical profiles of several variables are calculated within analysis region 1 (Fig. 1b) at 13:00 UTC for the continuous
release passive scalar and are plotted in Fig. 2. Height from the ground z on the y-axis is normalised by ⟨zi ⟩, where
zi is the boundary layer height, horizontally-averaged ⟨⟩ within analysis region 1. Concentrations are normalised by
the average concentration in the BL, cBL . zi is diagnosed by performing an adiabatic parcel ascent until the parcel
becomes negatively buoyant.

The UM100 and UM55 passive scalar concentration c (Fig. 2a) decreases sharply in the surface layer (z/⟨zi ⟩ ≈
0.0 − 0.1), is approximately constant in the mixed layer (z/⟨zi ⟩ ≈ 0.1 − 0.8), before decreasing through the capping
inversion layer (z/⟨zi ⟩ ≈ 0.8 − 1.2) to zero. Similar behaviour can be seen for the UM100 and UM55 potential
temperature θ in Fig. 2b, except that θ increases in the capping inversion layer. The UM100 and UM55 passive scalar
and potential temperature profiles exhibit classic CBL structure (Garratt, 1994; Pleim, 2007).

TheUKV c (Fig. 2a) and θ (Fig. 2b) varymore stronglywith height in themixed-layer compared to theUM100/UM55.
The capping inversion is narrower for the UKV, and there is less passive scalar concentration above ⟨zi ⟩. This is be-
cause the UM100 and UM55 have greater zi heterogeneity due to updrafts and downdrafts. Also, resolved motions
in the UM100 and UM55 sometimes generate low θ anomalies in the middle of the CBL, leading to erroneously low
parcel ascent zi diagnosis (see Fig. 3c), and low θ and high c above zi .

The UM100 and UM55 wind speeds are very similar (Fig. 2c) and are ≈ 6 m s−1 between z/⟨zi ⟩ ≈ 0.1 − 1.2. The
UKV wind speed has a maximum wind speed of 7.8 m s−1 at z/⟨zi ⟩ ≈ 0.2 and decreases to similar values (≈ 6 m s−1)
to the UM100 and UM55 by z/⟨zi ⟩ ≈ 1.0. The wind is predominantly from the south in all models as expected based
on measurements made at URAO (see Sect. 2.1). The UKV x -component of the wind (u ) decreases more strongly with
height and is ∼ 2 m s−1 larger than u in the UM100 and UM55. Also, unlike the UM100 and UM55, the UKV u has a
distinct minimum in the capping inversion before increasing rapidly above.

The UKV sub-grid (i.e., parameterised) (Fig. 2d) and total (Fig. 2f) turbulent passive scalar fluxes decrease linearly
with height from the ground to z/⟨zi ⟩ ≈ 1.1 where c = 0, as expected for a quasi-steady-state CBL (Wyngaard and
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F IGURE 2 Horizontally-averaged profiles in analysis region 1 at 13:00 UTC – (a) continuous release passive
scalar concentration normalised by the average concentration in the BL, (b) potential temperature, (c) x-component
of wind u (dashed line), y-component of wind v (dotted line), and wind speed (solid line), (d) sub-grid passive scalar
flux, (e) resolved passive scalar flux, and (f) total passive scalar flux. The y-axis is height above the ground normalised
by the horizontally-averaged boundary layer height which is 1608, 1475, and 1439 m for the UKV, UM100, and
UM55, respectively.

Brost, 1984). The sub-grid and total fluxes are to a very good approximation equal because at O(1 km) grid lengths
turbulent transport is not resolved within the CBL, as seen for the UKV in Fig. 2e.

The UM100 and UM55 sub-grid fluxes (Fig. 2d) decrease rapidly in the surface layer (and slightly faster for the
UM55), before decreasing more gradually to zero where c = 0 at z/⟨zi ⟩ ≈ 1.2. Above the surface layer, the UM100
and UM55 resolved fluxes (Fig. 2e) dominate the total fluxes (Fig. 2f). The total fluxes decrease approximately linearly
between z/⟨zi ⟩ ≈ 0.1 − 1.2. Unlike the UKV, the UM100 (in particular) and UM55 have a small increase in total flux
in the surface layer. This is likely due to non-conservation issues with grid-scale turbulence close to the surface (as
discussed in Sect. 2.3). The sub-grid / resolved flux partitioning for passive scalar here is consistent with that of Lean
et al. (2019) for heat fluxes.

By considering the flux profiles and theory it is possible to interpret the differences between the UKV and
UM100/UM55 c and θ profile behaviour in the mixed layer. In the MetUM, the total vertical turbulent flux for a
scalar variable χ is given by (Lock et al., 2016)

w ′χ ′
t ot = w ′χ ′

r es +w ′χ ′
sbg , (1)
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F IGURE 3 (a) UKV, (b) UM100, and (c) UM55 vertical cross-sections at 13:00 UTC approximately perpendicular
to the mean-flow in the BL (see location in Fig. 1b) showing continuous release passive scalar concentration
normalised by the average concentration in the BL. Black solid, dashed, and dotted lines are −1, 0 and 1 m s−1
vertical velocity contours, respectively. The lime solid line is BL scheme diagnosed zi .

where w ′χ ′
r es is the resolved flux and w ′χ ′

sbg is the sub-grid flux given by

w ′χ ′
sbg = −max [W1DK

NL
χ ,Kχ (Ri )

] ∂χ

∂z
+W1DK

NL
χ γχ . (2)

The weighting functionW1D controls the amount of sub-grid flux mixing and is given by

W1D = 1 − tanh (
0.15

zi
∆

)max
[
0,min

[
1,

4

15

(
4 − ∆

zi

)] ]
. (3)

It is a function of the dimensionless parameter ∆/zi , and is designed to give the proportion of TKE that is resolved
versus sub-grid in LES at various horizontal grid lengths (Honnert et al., 2011; Boutle et al., 2014). Between 11:00
UTC and 14:00 UTC the average weighting function values are 0.15, 0.95, and 1.00 for the UKV, UM100, and UM55,
respectively. This means that the mixed-layer turbulence is treated by the UKV as 85% parametrised, and 95% and
100% resolved in the UM100 and UM55, respectively (i.e., to a good approximation the UM100 and UM55 are in LES
mode). KNL

χ is a non-local diffusivity, Kχ (Ri ) is a local diffusivity, Ri is the local Richardson number, and γχ is a height
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independent parameter determined by the surface and entrainment fluxes. In the surface layer, the local sub-grid flux
term begins to dominate the non-local sub-grid flux terms (Eq. 2), and towards the surface the turbulence becomes
increasingly parametrised rather than resolved. The γχ term is a counter-gradient flux term that is independent of
local gradients, and is included to make χ profiles more well-mixed. However, it is only included when χ = θ. Specific
humidity profiles tend to decrease in the upper CBL due to drying at the mixed-layer top, so for them the extra non-
local term is not included (Lock et al., 2016). Passive scalars do not have their own tailored treatment in the MetUM,
so have no counter-gradient term (Lock et al., 2016).

Given that the UKV θ profile (Fig. 2b) increases more than expected in the mixed layer based on the CBL literature
(Garratt, 1994; Pleim, 2007), and that theUM100 andUM55 aremore constant with height, it is likely that the counter-
gradient term is not large enough to maintain a constant θ profile. Also, the absence of the counter-gradient term for
c is likely why it decreases by approximately half in the mixed layer for the UKV, but decreases by only ≈ 10% for the
UM100 and UM55 where mixed layer turbulence is almost all resolved.

Figures 3a-c show vertical cross-sections approximately perpendicular to the mean flow of continuous-release
passive scalar concentration for the UKV, UM100, and UM55, respectively. The UKV field is smooth as expected
because the CBL turbulence is not resolved at O(1 km) grid length. In the UM100 and UM55, passive scalar converges
near the surface into updrafts that are associated with high concentrations. The updrafts branch in the upper BL, due
to the capping inversion forcing air to spread horizontally, before descending in downdrafts that are broader and
have lower concentrations. Sometimes updrafts do not span the entire BL, which is expected because downdrafts
act to suppress the less energetic updrafts beneath, and instantaneous fields can contain updrafts that have not had
time to fully develop. The resolved motions in the UM100 and UM55 are typical of those observed in idealised LES
and experiments (Deardorff, 1972b; Willis and Deardorff, 1979). This is perhaps not surprising considering that the
UM100 andUM55 are approximately in LESmode, but nonetheless it is important to demonstrate that CBL turbulence
is well represented in hectometric NWP for realistic meteorology.

There is clearly more spatial detail in the UM55 than UM100 concentration and vertical velocity fields. However,
it is not immediately obvious whether the integral scale turbulence (i.e., O(zi ) updrafts, downdrafts, and their spacing)
is the same in the UM100 and UM55. The convergence of the UM100 and UM55 is examined in greater detail in
Sect. 3.1.2.

3.1.2 | Horizontal Structure
The non-dimensional ratio −zi /LO with LO the Obukhov length (Garratt, 1994) can be used to characterise the turbu-
lent structure in CBLs (Salesky et al., 2017). We use values from our simulations to interpret whether the turbulence
structure is as expected compared to the literature. Figure 4 shows horizontal cross-sections of continuous-release
c and w for the UM100 and UM55 at z/⟨zi ⟩ = 0.1, z/⟨zi ⟩ = 0.5, and z/⟨zi ⟩ = 1.0 at 13:00 UTC. The ratio is ap-
proximately 28 and 30 for the UM100 and UM55, respectively. The UKV is not shown since the fields are smooth
(Fig. 3). The UM100 and UM55 vertical velocity fields at z/⟨zi ⟩ = 0.1 (Fig. 4a,b) are qualitatively similar with Fig. 4
of Salesky et al. (2017), where the same field is shown, but generated using LES of a CBL with −⟨zi ⟩/LO = 26. The
turbulence although elongated in the streamwise direction, retains some open cell like structure typical of buoyancy-
dominated CBLs (−⟨zi ⟩/LO ≫ 20). Salesky et al. (2017) showed that the largest changes in CBL structure occur
around −⟨zi ⟩/LO = 15 − 20, and for more shear dominated conditions (−⟨zi ⟩/LO < 15 ) horizontal convective rolls
develop with little or no turbulent structure in the cross-stream.

The structure of the CBL can be further understood by inspecting the vertical velocity at z/⟨zi ⟩ = 0.5 (Fig. 4e,f)
and z/⟨zi ⟩ = 0.1 (Fig. 4a,b). With increasing height the UM100 and UM55 updrafts become broader, updrafts and
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F IGURE 4 Horizontal cross-sections of vertical velocity (columns 1 and 2 – a,b,e,f,i,j) and continuous-release
passive scalar concentration normalised by the average concentration in the BL (columns 3 and 4 – c,d,g,h,k,l), for
z/⟨zi ⟩ = 0.1 (row 1 – a,b,c,d), z/⟨zi ⟩ = 0.5 (row 2 – e,f,g,h), and z/⟨zi ⟩ = 1.0 (row 3 – i,j,k,l). The UM55 columns are 1
(a,e,i) and 3 (c,g,k), and the UM100 columns are 2 (b,f,j) and 4 (d,h,l). See Fig. 1b for location.

downdrafts are stronger, and less smaller scale turbulence is apparent. This is consistent with some updrafts not
spanning the entirety of the CBL (Sect. 3.1.1) and merging of smaller updrafts to form broader ones (Schmidt and
Schumann, 1989). At z/⟨zi ⟩ = 1.0 (Fig. 4i,j) the updrafts reach the capping inversion where they spread horizontally
into domes, becoming less aligned with the flow.

It is clear from the c horizontal cross-sections in Fig. 4 that c correlates strongly with w . The standard deviation
of c normalised by the average concentration in the layer (⟨c ⟩) is calculated at z/⟨zi ⟩ = 0.1 at 13:00 UTC in analysis
region 1 (Fig. 1b). For both the UM100 and UM55 the value is 0.32. Assuming a Gaussian distribution one would
expect 2.1% of values to be greater than the mean plus two times the standard deviation (= 1.64⟨c ⟩). However, the
distribution exhibits positive skewness, with approximately 5% of values greater than 1.64⟨c ⟩, making large values of
c more likely compared to a Gaussian distribution. It is perhaps surprising that 30−45 km downstream of the southern
edge of the homogeneous continuous release source that c is often considerably larger than its mean value. Passive
scalar emitted near the southern edge of the source region has time to become well-mixed 30 − 45 km downstream,
yet it does not totally dominate the near-surface passive scalar concentration. This is because local emissions that
converge into updrafts can still lead to considerable horizontal heterogeneity. This raises the question of whether
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convergence at the base of updrafts causes significant transient surface level pollution concentration heterogeneity
in cities. Investigation would need to account for building-scale turbulence so experimental methods or building-
resolving LES would be suitable.

We note that in the UM100 horizontal cross-sections there is some evidence of grey zone issues. Grid scale
updrafts align with the grid at z/⟨zi ⟩ = 0.1 (Figs. 4a,c), causing large c and w throughout the CBL (Figs. 4e,g,i,k)
(Blunn, 2021, Fig. 3.15).

There is more detailed turbulent structure in the UM55 than UM100 (Fig. 4), but as in Sect. 3.1.1 it is not clear
whether the integral scale O(zi ) CBL eddies are fully resolved by the UM100. While we do not assume the UM55
fully resolves the integral scale turbulence, it can be used as a reference for the UM100, to test convergence with
decreasing ∆. Convergence is investigated using the two-point cross-correlation function, which for two variables χ1
and χ2 at height z is given by

Rχ1χ2 (L ) =
〈
(χ1 (l ) − ⟨χ1 ⟩) (χ2 (l ′ ) − ⟨χ2 ⟩)

〉〈
(χ1 (l ) − ⟨χ1 ⟩) (χ2 (l ) − ⟨χ2 ⟩)

〉 , (4)

where L ≡ l − l ′ is the spatial separation between l and another point l ′, and ⟨⟩ is the horizontal spatial average. When
calculating Rww for l = x (i.e., R x

ww cross-correlations along the east-west axis), the cross-correlation is calculated at
each y , then averaged, and vice-versa for l = y (i.e., R y

ww cross-correlations along the north-south axis). The term
turbulence integral length scale will be used to mean any length scale that characterises the largest turbulence scale.
This includes updraft width and separation, and statistical measures.

Plotted in Fig. 5 is Rww for the UM100 and UM55 in analysis region 1 at 13:00 UTC, for z/⟨zi ⟩ = 0.1 and
z/⟨zi ⟩ = 0.5, with l = x and l = y . The first R x

ww zero-crossing corresponds to the typical updraft width. Values
are calculated at 11:00, 12:00, 13:00, and 14:00 UTC, and the averages and standard deviations (σ) (calculated over
the four times) for the UM100 and UM55 are given in Table 2. The four times are chosen because the CBL was fairly
consistent then (with −⟨zi ⟩/LMO = 29.3±2.6 and −⟨zi ⟩/LMO = 29.8±2.1 for theUM100 andUM55, respectively), and
to enable the differences in Rww characteristics between the two models to be compared with consideration of the
statistical uncertainty associated with using instantaneous snapshots. At z/⟨zi ⟩ = 0.1, the first R x

ww zero-crossing is
(0.235±0.006) ⟨zi ⟩ and (0.208±0.005) ⟨zi ⟩, for the UM100 and UM55, respectively. The zero crossings at z/⟨zi ⟩ = 0.5

are (0.419± 0.026) ⟨zi ⟩ and (0.446± 0.044) ⟨zi ⟩, for the UM100 and UM55, respectively. Updrafts in both models are
approximately twice as wide at z/⟨zi ⟩ = 0.5 compared to z/⟨zi ⟩ = 0.1.
TABLE 2 The average and standard deviation of the turbulence integral length scale values for the UM100 and
UM55 calculated at z/⟨zi ⟩ = 0.1 and z/⟨zi ⟩ = 0.5 from R x

ww and R
y
ww . The average and standard deviation are

calculated from values at 11:00, 12:00, 13:00, and 14:00 UTC. The unit of all length scales is ⟨zi ⟩.
Turbulence integral length scale z/⟨zi ⟩ = 0.1 z/⟨zi ⟩ = 0.5

UM100 UM55 UM100 UM55
First R x

ww zero-crossing 0.235±0.006 0.208±0.005 0.419±0.026 0.446±0.044
Second R x

ww zero-crossing 1.446±0.274 1.544±0.300 1.711±0.281 1.767±0.254∫ L0.1
0

R
y
ww dL 0.257±0.016 0.213±0.009 0.371±0.025 0.359±0.070

For L greater than the first R x
ww zero-crossing and smaller than the second R x

ww zero-crossing, there is a minima
where the updrafts are anti-correlated with the downdrafts. The second R x

ww zero-crossing corresponds to where
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F IGURE 5 Vertical velocity two-point cross-correlation functions plotted against L/⟨zi ⟩ at 13:00 UTC for (a)
z/⟨zi ⟩ = 0.1 and (b) z/⟨zi ⟩ = 0.5. Black and red lines correspond to the UM100 and UM55, respectively, and dashed
and solid lines correspond to cross-correlations along the x- and y-axes, respectively.

the updrafts come back in phase, and therefore represents the cross-stream updraft separation. Its values are given
in Table 2. In both models the cross-stream updraft separation increases only slightly from ≈ 1.5⟨zi ⟩ to ≈ 1.74⟨zi ⟩
between z/⟨zi ⟩ = 0.1 and z/⟨zi ⟩ = 0.5. The updraft width increases more strongly with height than the cross-stream
updraft separation. The updraft width to cross-stream updraft separation ratio is approximately 0.15 and 0.25 at
z/⟨zi ⟩ = 0.1 and z/⟨zi ⟩ = 0.5, respectively, for both the UM100 and UM55.

The updrafts are generally aligned in the streamwise direction, have finite streamwise length, and meander in
the cross-stream direction. As the w fields are increasingly separated, the updrafts eventually become uncorrelated,
with the streamwise cross-correlations, R y

ww , having no prominent negative minima, since there is little streamwise
repetitive turbulence structure. Therefore, zero-crossings cannot be used to define the turbulence integral length
scale. A common alternative method for calculating the turbulence integral scale is to integrate the two-point cross-
correlation function ∫ ∞

0
Rww dL (Dosio et al., 2005). Here we take the upper integral limit to be the separation at

which R
y
ww < 0.1 (L0.1), so that any large scale structures (L ≫ O(zi )) in the w field unrelated to turbulence are not

included.
The streamwise turbulence integral length scale ∫ L0.1

0
R
y
ww dL at z/⟨zi ⟩ = 0.1 is (0.257 ± 0.016) ⟨zi ⟩ and (0.213 ±

0.009) ⟨zi ⟩ for the UM100 and UM55, respectively, where the averages and standard deviations are over times 11:00,
12:00, 13:00, and 14:00 UTC. The values are > 2σ from each other suggesting that the UM55 streamwise turbulence
integral length scale is generally smaller than for the UM100. The streamwise turbulence integral length scale at
z/⟨zi ⟩ = 0.5 is (0.371 ± 0.025) ⟨zi ⟩ and (0.359 ± 0.070) ⟨zi ⟩ for the UM100 and UM55, respectively. Again the UM55
streamwise turbulence integral length scale is slightly smaller than that for the UM100, but they are within σ of one
another so this could be due to statistical variation in time.

The first R x
ww zero-crossing is > 3σ smaller for the UM55 than the UM100 at z/⟨zi ⟩ = 0.1. However, the UM100

and UM55 values are within σ of each other for the first R x
ww zero-crossing at z/⟨zi ⟩ = 0.5, and the second R x

ww

zero-crossings at z/⟨zi ⟩ = 0.1 and z/⟨zi ⟩ = 0.5.
So for the R x

ww first zero-crossing at z/⟨zi ⟩ = 0.1 and R
y
ww integral length scale at z/⟨zi ⟩ = 0.1where mean values

are > 3σ and > 2σ away from each other, respectively, the UM55 turbulence scales are smaller than the UM100.
This suggests that near the top of the surface layer (often considered to be z/⟨zi ⟩ ≈ 0.1) the UM100 integral scale
turbulence has not converged. However, in the middle of the CBL, where smaller scale turbulence associated with the
surface layer has merged into larger updrafts spanning the CBL, the UM100 is demonstrating signs of convergence.

Lean et al. (2022) conducted 100 m, 55 m, and 25 m ∆ UM simulations for a clear-sky day with zi ≈ 750 m. At
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z/zi = 0.4 they found no signs of updraft width convergence. This is consistent with the behaviour at z/⟨zi ⟩ = 0.1

rather than z/⟨zi ⟩ = 0.5 in our study. This could in part be due to updrafts at z/zi = 0.4 being nearer the surface and
therefore narrower than at z/zi = 0.5, but more likely it is because zi is approximately a factor of two smaller in the
Lean et al. (2022) simulations, so that the turbulence is smaller scale and updrafts are narrower. From power spectra
at z/zi = 0.25, at energy producing scales Lean et al. (2019) found modelled turbulence to be most similar to observed
turbulence for ∆ = 25m. This suggests that to fully represent the integral scale turbulence in the lower portion of the
CBL at least ∆ = 25 m is required. However, for deep CBLs (O(zi = 1.4 km)), particularly towards the middle of the
CBL, our study suggests that some integral scale properties of the turbulence (e.g., cross-stream updraft separation)
start to show signs of convergence at ∆ = 100 m.

3.2 | Vertical Evolution Following Puff Release
In this section, the evolution of the vertical profile of the passive scalar field is investigated for the UKV, UM100, and
UM55. A qualitative investigation is made using vertical cross-sections and vertical profiles of the puff release passive
scalar concentrations. Timescales associated with the vertical mixing in each model are investigated in Sect. 3.3.

Figure 6 shows vertical cross-sections of the UKV (a-c) and UM55 (d-f) 13:00 UTC puff-release passive scalar at 5,
20, and 55 min since release. The cross sections are approximately perpendicular to the flow (see location in Fig. 1b).
At 13:05 UTC the UKV passive scalar concentration is very horizontally homogeneous and high near to the surface,
but the UM55 concentration is much more horizontally and vertically heterogeneous, with high concentration values
at greater heights than the UKV. These high values can be found up to z = 1 km and are associated with updrafts
resolved in the UM55. At 13:20 UTC the UKV concentration is still higher near the surface and lower near the top of
the BL, but the vertical gradient is reduced. At the same time there is more passive scalar in the upper BL than lower
BL for the UM55. Therefore, the lift-off behaviour seen in experiments and LES is demonstrated here (Deardorff,
1972b; Willis and Deardorff, 1976). By 13:55 UTC the UKV concentration field is very homogeneous throughout the
BL. The UM55 concentration field has become much more homogeneous, but vertical and horizontal structure still
remains.

Differences in the vertical evolution of passive scalar concentration betweenmodels can be further understood by
inspecting vertical profiles. Figure 7 shows the 13:00 UTC puff-release concentration profiles for the UKV, UM100,
and UM55 in analysis region 1 (Fig. 1b) at 5 min intervals. The UKV concentration profiles decrease and increase
monotonically with time near the surface and in the upper BL, respectively, and tend towards a steady state. The
UKV concentration decreases monotonically with height at all times. The UM100 and UM55 profiles are most similar
to the UKV profile at 5 min, which is likely due to vertical mixing near the surface being partly parameterised in all
models. However, after 10 min the UM100 and UM55 have a much larger proportion of passive scalar in the upper
BL than the UKV. Between approximately 15–30 min the UM100 and UM55 have more passive scalar in the upper
BL than the lower BL. The surface level concentrations 20 min after release are approximately three times lower for
the UM55 than the UKV. The lofting of passive scalar emitted at the surface is thus an important process controlling
surface level pollution concentration.

By 13:40 UTC the UM100 andUM55 profiles change very little with time, and decrease by less than 20%between
the surface and z/⟨zi ⟩ = 0.8 (i.e., are “well-mixed"), despite the passive scalar heterogeneity seen in Fig. 6f. The
UM100 and UM55 profiles are very similar across times, demonstrating that the lower resolution UM100 represents
the most important passive scalar CBL turbulent mixing processes.
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F IGURE 6 Vertical cross-sections approximately parallel to the mean-flow in the BL (location Fig. 1b) showing
puff-release passive scalar concentration normalised by the average concentration in the BL. (a,b,c) are the UKV at
13:05, 13:20, and 13:55 UTC, respectively, and (d,e,f) are the UM55 at 13:05, 13:20, and 13:55 UTC, respectively.

3.3 | Dispersion Timescales
It was seen in previous sections that the UKV and UM100/UM55 have different vertical mixing behaviour, and that
passive scalar is more efficiently mixed in the UM100/UM55 (e.g. Fig. 2a). Here, a reduced analytical model is devel-
oped that enables the vertical mixing characteristics exhibited by the models to be attributed to different dispersion
processes (i.e., diffusive and ballistic). Vertical mixing timescales associated with the processes are derived by fitting
the reduced analytical model to the NWP output. The differences in vertical mixing behaviour between models are
thus quantified.

The height of passive scalar may be characterised by the centre of mass

CoM =

∫
A

∫ ∞
0

c (x , y , z )z dz dA∫
A

∫ ∞
0

c (x , y , z ) dz dA
, (5)

where A is the area of the analysis region (taken here to be analysis region 1). By tracking the CoM trajectory with
time one can obtain an estimate of how well-mixed the passive scalar is, since, assuming that the amount of passive
scalar that escapes the BL is negligible, CoM/⟨zi ⟩ → 0.5 in the limit of being well-mixed.

The Lagrangian stochastic modelling approach is based on calculating an ensemble of particle trajectories through
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F IGURE 7 Time evolution of the 13:00 UTC puff-release concentration profiles for the (a) UKV, (b) UM100 and
(c) UM55 models. Profiles are calculated in analysis region 1 (see location in Fig. 1b).

a turbulent flow, given knowledge of Eulerian velocity statistics. The ensemble average of such trajectories defines
the concentration distribution. The mathematical form of most Lagrangian stochastic models (LSMs) is that of the
generalised Langevin equation (Thomson and Wilson, 2012). Importantly it has the correct dispersion behaviour in
the ballistic (t ≪ τ) and diffusive (t ≫ τ) limits.

As argued in Appendix 1, if various simplifying assumptions about CBL turbulence hold, then the evolution of the
CoM can be roughly approximated by:

¥̃Z = −2γ ¤̃Z − ω2 Z̃ . (6)
where Z̃ ≡ z̃ −⟨zi ⟩/2, z̃ is the ensemble average (tilde) height of a LSM’s passive scalar particles and is equivalent to the
CoM, ω = 2π/τω is the natural frequency (which is related to the eddy turnover timescale), and γ = 1/(2τ ) determines
the amount of damping. This is the form of a damped simple harmonic oscillator (DSHO). The first, “damping", term on
the right-hand side represents the diffusive dispersion caused by smaller eddies, which cause particles to lose memory
of the CBL-spanning eddy into which each particle was initially released. The second term on the right hand side is
an approximation to the LSM drift term (see Appendix 1), which offsets the tendency of particles to accumulate in
areas of low vertical velocity variance, and is related to turbulent motions induced by pressure gradients in the CBL
i.e., O(zi ) overturning eddies (Thomson, 1987).

The general solution to Eq. 6 is given by

Z̃ /⟨zi ⟩ = Aep+t + Bep− t = e−γt
(
Ae

√
γ2−ω2t + Be−

√
γ2−ω2t

)
, (7)

where A and B are dimensionless constants, and p± = −γ ±
√
γ2 − ω2. We can consider two regimes – overdamped

(γ > ω) and underdamped (γ < ω) where dispersion is diffusive and ballistic dominated, respectively. In the diffusive
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limit (γ ≫ ω) p+ → 0 and p− → −2γ, so that there is effectively one decay term in Eq. 7. We define two timescales
τp± = −1/p± such that in the diffusive limit τp+ → ∞ and τp− → 1/(2γ ) = τ . τ is a memory timescale characterising
how long it takes the motion of a particle to become uncorrelated with the motion of the particle immediately after
release (see Appendix 1).

For a ground release z̃ (0)/⟨zi ⟩ = 0, it follows from Eq. 7 that A + B + 0.5 = 0. The overdamped case of Eq. 7 can
then be written as

z̃/⟨zi ⟩ = 0.5 + Aep+t − (0.5 + A)ep− t , (8)
where p+, p− < 0, and the underdamped case can be written as

z̃/⟨zi ⟩ = 0.5

[
1 − e−γt cos(Ωt + φ )

cos(φ )
]
, (9)

where φ is a phase constant and Ω =
√
ω2 − γ2. Both solutions have two effective time parameters: τp− = −1/p− and

τp+ = −1/p+ (overdamped), and τ = 1/(2γ ) and τΩ = 2π/Ω (underdamped). A critically damped solution occurs when
γ = ω, and is given by

z̃/⟨zi ⟩ = 0.5 + (−0.5 + J t )e−γt , (10)
where J is a constant.

The overerdamped solution (Eq. 8) exponentially decays with two timescales towards z̃/⟨zi ⟩ = 0.5 without os-
cillating. When ω is only slightly smaller than γ, then the two timescales τp± in the exponential terms are both ap-
proximately equal to 2τ . As ω becomes increasingly smaller than γ, τp+ becomes larger than τp− , until as discussed
previously in the diffusive limit τp+ → ∞ and τp− → τ . The underdamped solution (Eq. 9) oscillates at frequency Ω

(slower than ω) with amplitude exponentially decaying to zero with e-folding lifetime 1/γ = 2τ , so that z̃/⟨zi ⟩ tends
towards 0.5. For a near-ground release, increasing ω results in z̃ moving more quickly from the surface since the
oscillations are faster. Also, as ω becomes larger relative to γ (i.e., increasingly ballistic dominated dispersion), the
oscillations are more prominent and z̃/⟨zi ⟩ overshoots 0.5 more, since the solution has undergone less decay by the
time of maximum amplitude.

The optimal fits between Eqs. 8 and 9 and the UKV, UM100, and UM55 puff release z̃ timeseries are found
by varying the parameter values and minimising the root mean square error. Figure 8 shows these timeseries and
the fitted analytical solutions for a puff release at 13:00 UTC. The solutions reproduce the salient features of the
simulation results. The UKV is best fit by the overdamped solution, and z̃/⟨zi ⟩ tends increasingly slowly with time
towards 0.5. The UM100 and UM55 are best fit by the underdamped solution, where z̃/⟨zi ⟩ increases rapidly, and
overshoots z/⟨zi ⟩ = 0.5 after ≈ 15 min, before settling at ≈ 0.5. Also, the eddy turnover timescale τw = 105.2 min is
much slower than the decorrelation timescale τ = 6.7 min, consistent with the lack of ballistic type dispersion in the
UKV.

The best fit parameter values for puff releases at 11:00, 12:00, 13:00, and 14:00 UTC are calculated, and their
average values are given in Table 3. These times are selected as they are highly convective and the CBL is quasi-
stationary with 1.4 < zi < 1.6 km across all models. For the UKV, τp− and τp+ are 8.4 and 33.6 min, respectively. The
τp− term in Eq. 8 decays quickly and largely determines the short timescale dispersion behaviour. The τp+ term decays
more slowly and largely determines the time it takes for passive scalar to become well-mixed.

For the UM55, τ and τω are 4.6 and 33.3 min, respectively, and for the UM100 τ and τω are 5.7 and 36.0 min, re-
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F IGURE 8 UKV, UM100 and UM55 model CoM trajectories for a puff release at 13:00 UTC (solid) with optimal
DSHO solutions (dashed). The trajectories and optimal solutions are also qualitatively representative of releases at
11:00, 12:00, and 14:00 UTC.

TABLE 3 Average optimal fit DSHO parameter values to the UKV, UM100, and UM55 CoM trajectories. The
average is over the values at 11:00, 12:00, 13:00, and 14:00 UTC. τp+ = −1/p+, τp− = −1/p− , τΩ = 2π/Ω, τ = 1/(2γ ) ,
and τω = 2π/ω. Note B = −A − 0.5. Also included is the convective timescale t∗ = ⟨zi ⟩/w∗. The unit of all timescales
is minutes.

Model A φ τp+ τp− τ τΩ τω t∗

UKV -0.21 - 33.6 8.4 6.7 - 105.2 11.9
UM100 - -38◦ - - 5.7 41.8 36.0 11.9
UM55 - -44◦ - - 4.6 40.8 33.3 11.6

spectively. This means that the resolved overturning motions associated with ballistic dispersion have a short enough
timescale (τω < 4πτ i.e., underdamped γ < ω) to cause the CoM to overshoot ⟨zi ⟩/2 (see Fig. 8), so that more passive
scalar is in the upper than the lower half of the CBL. The τ decay term in Eq. 9 controls how quickly z̃/⟨zi ⟩ reaches a
steady state value of 0.5 (i.e., becomes well-mixed). Thus the timescale that determines how quickly the models be-
come well-mixed is τp+/(2τ ) ≈ 3 times longer for the UKV than the UM100/UM55, consistent with the UKV vertical
mixing being less efficient in Sect. 3.1.1. The UM55 having slightly smaller τ and τΩ than the UM100 is consistent
across times (not shown), suggesting that the UM100 and UM55 vertical mixing has small differences, and has not
converged at ∆ = 100 m.

The convective time scale t∗ = ⟨zi ⟩/w∗, wherew∗ is the convective velocity-scale (Garratt, 1994), is 11.9 and 11.6
min for the UM100 and UM55, respectively. Its value is t∗ ≈ 2τ in the UKV overdamped solution, while t∗ ∼ τω/3 for
the underdamped cases.

At very short times (0-5 min) the vertical mixing is slightly more efficient in the UKV than the UM100/UM55 (Fig.
8). This is possibly due to the vertical grid length being ∼2 times larger in the UKV compared to the UM100/UM55,
influencing parameterised vertical mixing near the surface. The best fit UM100/UM55 solutions have φ = −44◦ on
average. This results in z̃/⟨zi ⟩ becoming negative for a very short time, before becoming positive and increasing
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rapidly. This unphysical behaviour is a limitation of the model. That the optimal fit has φ , 0 is likely a consequence
of assuming that turbulence is vertically homogeneous in the first and third terms on the right hand side of Eq. 13.

3.4 | City-Scale Near-surface Concentration Dependence On Vertical Mixing
It was demonstrated in Sections 3.2 and 3.3 that unlike passive scalar in the UKV, passive scalar in the UM100 and
UM55 is higher concentration in the upper half of the CBL at times ≈ τΩ/2 since puff release (i.e., half the time period
of the underdamped DSHO). This is due to the UM100 and UM55 representing the lift-off behaviour that occurs in
the ballistic dispersion limit. In this section, we investigate the influence of representing (UM100 and UM55) versus
not representing (UKV) the lift-off effect on passive scalar vertical distribution evolution with downstream distance
over London. A homogeneous continuous ground-source of passive scalar represents idealised city-scale pollution
emissions. Figure 9a shows the UKV and UM55 profiles normalised by the mean concentration within the BL at
13:00 UTC. The profiles are calculated in five west-east bands across analysis region 2 (see location in Fig. 1b) at 0-10
km, 10-20 km, 20-30 km, 30-40 km and 40-50 km downstream distance of the southern edge of the source.

F IGURE 9 (a) UKV and UM55 continuous-release passive scalar concentration profiles normalised by the
average concentration in the BL at 13:00 UTC. Concentrations are calculated in five west-east bands across analysis
region 2 (see location in Fig. 1b) – 0-10 km, 10-20 km, 20-30 km, 30-40 km and 40-50 km downstream of the
southern edge of the source. (b) Ratio of the UM55 to UKV continuous-release passive scalar concentration at
z/⟨zi ⟩ = 0.02 normalised by the average concentration in the BL at 13:00 UTC. The ratio is calculated in analysis
region 2 at 0.5 km intervals downstream of the southern edge of the source.

The downstream distance (D ) at which the profiles become steady state can be used to understand the efficiency
of vertical mixing. Profiles become steady state when the majority of passive scalar is well mixed, which occurs at
smaller D with increasing vertical mixing efficiency. For all models, immediately downstream of the source edge the
passive scalar is near the surface, and with increasing D more of the passive scalar has time to become well mixed.
The UKV profiles tend towards (but do not reach) a steady state with increasing D . The UM55 profiles change with D

more quickly and reach an approximate steady by the 10− 20 km profile. The UKV vertical mixing is less efficient than
in the UM55 (as discussed in Sect. 3.3) so the profiles take longer to adjust. Unlike the UM55 puff-release passive
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scalar profiles (see Fig. 7c), due to the continuous ground-source emissions of passive scalar, there is never more
UM55 passive scalar in the upper CBL than the lower CBL (Fig. 9a). However, the ballistic regime turbulent mixing is
still occurring as will be explained.

The influence of resolving ballistic dispersion on near-surface concentration is investigated. Figure 9b shows
(⟨c0.02 ⟩/cBL )UM 55/(⟨c0.02 ⟩/cBL )UKV , the ratio of the UM55 to UKV ⟨c ⟩/cBL at z/⟨zi ⟩ = 0.02 at 13:00 UTC. The ratio
is calculated in analysis region 2 at 0.5 km intervals downstream of the southern edge of the source. At D = 1 km, the
proportion of passive scalar at the surface in the UM55 is ≈ 20% lower than in the UKV. This is likely a consequence
of differences in vertical grid resolution near the surface. By D = 8 km the ratio has decreased from ≈ 0.8 to ≈ 0.53.
Using an average CBL advection speed of U ≈ 6 m s−1 (Fig. 2c), this corresponds to air that has been travelling ≈ 22

min since crossing the southern edge of the continuous source region. For the UM55, this agrees well with τΩ/2 (Table
3) and the time at which there are the largest amounts of passive scalar lofted in the CBL in Fig. 7c. This is consistent
with the UM55 resolving ballistic dispersion, causing the UM55 to have lower near-surface concentration compared
to the UKV at D ≈ 8 km.

For D > 8 km the proportion of passive scalar at the surface in the UM55 relative to the UKV starts to increase
again. Although the emission of passive scalar and ballisticmixing at short times continues downstream, the proportion
of passive scalar that has had long enough to become well-mixed increases.

By explicitly resolving rather than parameterising verticalmixingwithin theCBL, up to 34% (100×(0.53−0.80)/0.80)
decreases in near-surface concentration can be expected. If the parameterised vertical mixing efficiency in the UKV
were increased, it is possible that (⟨c0.02 ⟩/cBL )UM 55/(⟨c0.02 ⟩/cBL )UKV would be closer to 1, since the parameterised
near-surface concentrations would be lower. However, the minimum in (⟨c0.02 ⟩/cBL )UM 55/(⟨c0.02 ⟩/cBL )UKV at D ≈
UτΩ/2would still occur. K-theory vertical mixing parameterisation used in many NWP and AQM schemes (Kukkonen
et al., 2012) cannot produce the elevated concentrations in the upper CBL, since quantities cannot be transported
against their local vertical gradient. “Counter-gradient" schemes, which are examples of “non-local" vertical-mixing
parametrisations, aim to represent the BL scale coherent convective motions that lead to the “lift-off" behaviour. The
lift-off behaviour (where passive scalar is preferentially transported to the upper BL) is a consequence of passive
scalar transport by coherent motions at short times since release (i.e., the t ≪ τ ballistic dispersion limit). Simple
gamma type counter-gradient parameterisations (i.e., those with similar form to the second term on the right-hand
side of Eq. 2) (Deardorff, 1972a; Lock et al., 2016) do not move quantities preferentially from the ground to the upper
(rather than the lower) CBL. It is possible that TKE (Mellor and Yamada, 1982; Ito et al., 2015) or eddy-diffusion mass-
flux (Siebesma et al., 2007; Pergaud et al., 2009) CBL turbulence schemes could represent this ballistic dispersion
behaviour, but to the authors’ best knowledge whether they do so accurately has not been investigated.

Lift-off behaviour can be expected to have the largest influence on near-surface air pollution concentration when
there is a low proportion of well-mixed pollution. For example, when there is low background pollution concentration
(i.e., little long range transported pollution) and at short distances downstream (D ≈ UtΩ/2) of a strong source. The
lifetime of individual pollutant species can also be expected to have an effect.

4 | CONCLUSIONS
CBL dispersion of passive scalar from a homogeneous city-scale ground source is simulated using hectometre and
kilometre scale horizontal grid length NWP. We explain the differences in vertical mixing between these scales, de-
velop a reduced analytical model to quantify differences in vertical mixing efficiency, and demonstrate that for certain
conditions resolving “ballistic" type dispersion can have a leading order effect on city-scale near-surface pollution
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concentration. The case study (4th May 2016) is centred on London, and has clear-sky conditions, with simulated
⟨zi ⟩ = 1.4 − 1.6 km (11:00-14:00 UTC) and −⟨zi ⟩/LO ≈ 30.

CBL turbulent mixing of scalar in the UKV (∆ = O(1km)) is sub-grid and therefore parameterised, so the passive
scalar field varies smoothly in the horizontal. However, in the UM100 and UM55 (∆ = O(100m)) the majority of
CBL vertical turbulent mixing is resolved above the surface layer. Passive scalar converges near the surface and as-
cends in updrafts, before spreading horizontally at the capping inversion. This results in large passive scalar horizontal
heterogeneity (e.g., for the continuous release source 2.6% of values are > 1.64⟨c ⟩ at z/⟨zi ⟩ = 0.1 (Sect. 3.1.2)).

The vertical mixing of passive scalar in the UKV is parameterised using K-theory where movement of particles
follows local concentration gradients (i.e., “diffusive" dispersion). For the hour following puff (i.e., instantaneous) re-
lease of passive scalar at the ground, this means that the concentration monotonically decreases and increases in
the lower and upper CBL, respectively. However, in the UM100 and UM55 where CBL scale overturning eddies are
resolved, particles undergo ballistic as well as diffusive dispersion. For times on the order of the turbulence memory
timescale, particles retain memory of the eddy they are released into. The largest eddies transport particles into the
upper CBL, preferentially over the lower CBL. This “lift-off" behaviour for times O(τΩ/2 ∼ 20 min) results in higher
concentration in the upper than lower BL. To the best of our knowledge, this is the first time lift-off behaviour has
been demonstrated using NWP.

Starting from Langevin’s equation, a reduced analytical model that takes the form of a damped simple harmonic
oscillator is developed. It predicts the CoM trajectory of the puff released passive scalar. The CoM increases ever
more slowly with time from the ground towards z/⟨zi ⟩ = 0.5 for the UKV, but the CoM overshoots z/⟨zi ⟩ = 0.5 (due
to the ballistic dispersion) before tending towards z/⟨zi ⟩ = 0.5 for the UM100 and UM55. This dispersion behaviour
is captured by the overdamped (UKV) and underdamped (UM100/UM55) solutions with remarkable accuracy for such
a simple model. The overdamped and underdamped solutions each have two timescales. The UKV has two e-folding
timescales, one longer (33.6 min) than the other (8.4 min), explaining why the vertical mixing is efficient initially, but
becomes less efficient with time. The UM100 and UM55 have one e-folding timescale (≈ 10min) that is much shorter
than the longer UKV timescale, which explains why at very short times (0 − 5min) their vertical mixing is less efficient
than the UKV, but for greater times their vertical mixing is approximately three times more efficient. The other vertical
mixing timescale for the UM100 and UM55 is ≈ 40 min, and represents the frequency of the CoM oscillations. With
increasing time the vertical concentration gradient reduces in all models, whichmakes the UKV less efficient at vertical
mixing, but the UM100 and UM55 keep mixing efficiently due to the resolved (often counter concentration gradient)
CBL overturning eddy transport.

Qualitatively from horizontal (Fig. 4) and vertical (Fig. 3) cross-sections it is seen that more fine-detail structure
in both the vertical velocity and passive scalar concentration fields is resolved in the UM55 than the UM100. Using
two-point cross-correlation functions (Fig. 5) it is demonstrated that near the top of the surface layer (z/⟨zi ⟩ = 0.1)
the integral scale turbulence is slightly larger in the UM100 than UM55. However, at z/⟨zi ⟩ = 0.5 the integral scale
turbulence has similar size in the UM100 and UM55, suggesting that in the middle of the mixed layer the integral
scale turbulence has converged or is close to converging with ∆. That the integral scale turbulence in the UM100
and UM55 is similarly well resolved in the mixed layer, is consistent with the UM100 and UM55 having qualitatively
similar dispersion behaviour (e.g., Figs. 2a,c, 7, 8) and similar vertical mixing timescales (Table 3).

For an idealised source representing city-scale pollution emissions, it is demonstrated that representing the ballis-
tic type dispersion reduces near-surface passive scalar concentration by up to 34%. At ∼ U ×τΩ/2 = 8 km downstream
of the (50 × 50 km) sources’ upstream edge, the emissions occurring near the upstream edge have had time to be
lifted into the upper CBL, and thus for a reduction in near-surface concentration to develop. This lift-off behaviour
can be expected to have its greatest influence on near-surface air pollution concentration when contributions to the
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concentration are dominated by local emissions (e.g., for strong city emissions with low concentration air transported
in by mesoscale / synoptic scale flow).

Given that the turbulent structure of the CBL is influenced by the amount of surface sensible heating and wind
shear, it would be worth investigating other atmospheric conditions, to find out whether the NWP dispersion be-
haviour exhibited here holds more generally. For example, does the UM100 still behave similarly to the UM55 for
less convective conditions and during the morning neutral/convective transition, when zi and the turbulence integral
scale are smaller? Also, more realistic scenarios that include chemistry and heterogeneous pollution sources could be
investigated, to see if the ballistic type dispersion still has a large influence on near-surface concentrations. There is
evidence that the roughness of the urban surface makes horizontal convective rolls more likely than over rural areas
(Miao and Chen, 2008), and that anthropogenic heat emissions in cities can cause weakly convective conditions to
occur more often at night (Chapter 7, Oke et al., 2017). Therefore, the extent to which the urban increment changes
resolved passive scalar dispersion is of interest. The MetUM does not have a counter-gradient vertical mixing term
for passive scalars. Inclusion of such a term would likely increase parametrised CBL vertical mixing efficiency, so that
the UKV and UM100/UM55 vertical mixing efficiencies become more similar. However, current counter-gradient pa-
rameterisations used in NWP (e.g., Pleim and Chang, 1992; Lock et al., 2000) do not preferentially move passive scalar
to the upper (over the lower) CBL, so do not fully represent the dispersion behaviour caused by ballistic dispersion.
Assuming that representation of ballistic type dispersion is important for predicting surface-level concentrations in
general, new CBL vertical mixing parameterisations (e.g., based on fractional calculus (Paradisi et al., 2001)) should be
developed for NWP.
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Appendix 1 – Reduction of the Generalised Langevin Equation to a DampedSimple Harmonic Oscillator
In this section, the generalised Langevin equation (Thomson and Wilson, 2012) is reduced to a damped simple har-
monic oscillator (DSHO) describing the CoM evolution of particles puff released at some height in the CBL. In Sect.
3.3 the DSHO is solved and used to estimate vertical mixing timescales for the UKV, UM100, and UM55.

Lagrangian stochastic models (LSMs) are able to produce the correct dispersion behaviour in the diffusive and bal-
listic limits. The generalised Langevin equation is the usual starting point for modern LSMs, and for vertical dispersion
is given by (Thomson, 1987)

dw = a (z ,w , t )d t + b (z ,w , t )dξ, (11)
where dξ are random velocity increments, and a and b are functions that need to be parameterised. Once w (the
vertical velocity of the particle) has been determined one can integrate dz = wdt to find the particle position.

The second term on the right-hand side of Eq. 11 is the diffusion term and represents the small scale turbulent
motions. Thomson (1987) showed that the randomvelocity incrementsmust beGaussian ifw is to evolve continuously
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in time without jumps. More specifically, dξ becomes a Gaussian random forcing with zero mean and variance d t . b
is generally taken to be

b = (C0ϵ )1/2, (12)
so that it is consistent with the Lagrangian structure function in the inertial subrange (Weil, 1990). C0 is often treated
as a dispersion parameter but more strictly is a universal constant (Monin and Yaglom (1975), p.358) and ϵ is the local
ensemble averaged dissipation rate (Weil, 1990). It is common to express b in terms of the decorrelation timescale
τ = 2σ2

w /(C0ϵ ) so that b = (2σ2
w /τ )1/2 (Tennekes, 1979; Thomson and Wilson, 2012).

It is well known in CBLs that vertical velocity probability density functions (PDFs) are positively skewed (Weil,
1990). However, to obtain a reduced analytical model we assume Gaussian vertical velocity PDFs throughout the
CBL, and note that asymmetries between updrafts and downdrafts, and between the lower and upper BL will not be
represented. For stationary, horizontally homogeneous flows, with Gaussian vertical velocity PDF (Thomson, 1987;
Weil, 1990)

a = −C0ϵw

2σ2
w

+ 1

2

(
1 + w 2

σ2
w

)
∂σ2

w

∂z
. (13)

The first termon the right-hand side of Eq. 13 is the damping term and represents the fadingmemory of the turbulence.
This can be seen by writing it in terms of the decorrelation timescale so that it equals −w/τ . The second term on the
right-hand side of Eq. 13 is the so called drift term and offsets the tendency of simulated particles to accumulate in
areas of low σw .

Let us take Eqs. 11-13 as the starting point for the reduced analytical model. Except near the ground and the
top of the CBL, the ensemble average of the second term on the right-hand side of Eq. 11 is zero, since the Gaussian
forcing has equal probability of displacing particles upwards and downwards. This term shall be neglected. The drift
term simplifies upon ensemble averaging so that Eqs. 11-13 can be written as

¥̃z = − ¤̃z
τ
+
∂σ2

w

∂z
, (14)

where z̃ is the ensemble average particle position (or CoM of the particles). We assume that τ is constant which is
likely a poorer assumption near the ground and top of the CBL where turbulence characteristics are most different
compared to the rest of the CBL.

Turbulence is not vertically homogeneous in the CBL, otherwise the drift term in Eq. 14 would be zero and the
characteristic lift-off behaviour of puff released passive scalars near the surface would not be reproduced (Luhar and
Britter, 1989; Weil, 1990). Passive scalar would not spread faster than ⟨z 2 ⟩ ∝ t at times shortly after release. For a
CBL, the damping and drift terms on the right-hand side of Eq. 14 are of the same order of magnitude, so both should
be represented. Here a heuristic approximation is made to the drift term, allowing some representation of the vertical
heterogeneity in CBL turbulence, even though it is neglected in the damping term and diffusion term (second term
on the right-hand side of Eq. 11). In CBL turbulence σ2

w tends to have a maximum at approximately ⟨zi ⟩/2 (Salesky
et al., 2017). The drift term is therefore positive and negative in the bottom and top halves of the CBL, respectively,
and acts to move particles towards ⟨zi ⟩/2. It is as if the drift term is a restoring force. On this basis the drift term will
be represented as being proportional to the negative displacement from the middle of the CBL.

Another argument for representing the drift term as a restoring force can be made. The main energy producing
eddies under convective conditions span the entire CBL depth, and might roughly be approximated as circular in an
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x − z plane. A particle released into such an eddy (in the absence of the influence of other eddies) would undergo
perpetual circular motions with angular frequency ω analogous to simple harmonic motion when projected onto the
z axis.

The LSM has been reduced to a damped simple harmonic oscillator (DSHO) of the form
¥̃z = −2γ ¤̃z − ω2 (z̃ − ⟨zi ⟩/2), (15)

where ω = 2π/τω is the natural frequency, τω is expected to be of the order of the eddy turnover timescale, and
γ = 1/(2τ ) determines the amount of damping. The first and second terms on the right-hand side are the damping
and restoring forces, respectively. The −⟨zi ⟩/2 factor places the DSHO equilibrium at the middle of the BL. Note
that the time derivative and ensemble average operator orders have been swapped from Eq. 14, assuming that they
commute at least to a reasonable approximation.
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In the not-too-distant future it will be possible to 
routinely run weather and air quality models at sub-
km grid lengths. At such grid lengths convective 
boundary layer motions start to become resolved. In 
this article, we demonstrate that this will have 
significant implications for vertical mixing and city-
scale transport of pollution emissions. A key reason is 
the ability of the higher-resolution runs to capture the 
ballistic dispersion regime, which results in a two-
timescale behaviour.
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