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On a threefold classi� cation of extratropical cyclogenesis
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SUMMARY

A recently proposed extension to the twofold extratropical cyclogenesis classi� cation scheme of Petterssen
and Smebye is discussed. A third class of extratropical cyclone (type C) is described, in which initial development
is controlled by a pre-existing upper-level potential vorticity (PV) anomaly. In its early stages, such a system is
indistinguishable from the classical type B cyclone of the Petterssen and Smebye scheme. However, subsequent
development cannot be understood in terms of a co-operative interaction of the upper-level feature with a low-
level baroclinic zone. Rather, the cyclogenetic dynamics of type C systems are dominated by the action of strong
midlevel latent heating. Such heating can generate important anomalies of PV that act to suppress the formation
of a low-level thermal anomaly and that interact destructively with the pre-existing upper-level feature.

Candidate type C events are identi� ed using recently developed, height-attributable, quasi-geostrophic,
vertical-motion diagnostics. The application of one such diagnostic to a climatology of instantaneous cyclonic
features suggests that type C events may occur with reasonable frequency. The generic behaviour of system types
in the proposed threefold classi� cation scheme is compared with the actual dynamics of some cyclones from
the Fronts and Atlantic Storm-Track EXperiment (FASTEX). The analysis is based on piecewise PV inversions
and numerical simulations. This approach is able to provide a good description of a case of standard type B
development, consistent with the qualitative description of Petterssen and Smebye and with the quasi-geostrophic
diagnostics. Within the same framework, two systems are discussed whose behaviours do not � t the simple A/B
classi� cation, but are consistent with the proposed type C mechanism.

KEYWORDS: Cyclone classi� cation FASTEX Latent heating Potential-vorticity inversion

1. INTRODUCTION

The popular cyclogenesis classi� cation scheme of Petterssen and Smebye (1971)
divides cyclones into types A and B. The former type is dominated by thermal advection
at low levels, consistent with the growth of a baroclinic wave, whereas the latter type of
system develops as a transient phase of non-modal growth (Farrell 1989) when a pre-
existing upper-level feature passes over a baroclinic region. This may be preceded by a
phase of barotropic growth at upper levels (Kucharski and Thorpe 2001).

Recently, Deveson et al. (2002) attempted to distinguish objectively between A and
B systems in cyclones observed during the Fronts and Atlantic Storm-Track EXperiment
(FASTEX, Joly et al. 1997). The method developed considers diagnostics derived from
the midlevel (700 mb) quasi-geostrophic vertical-motion � elds that can be attributed
to upper- (<650 mb) and lower-level (>750 mb) forcing via a decomposition of the
adiabatic omega equation (Clough et al. 1996). (The diagnostics used are discussed in
section 2 where other cyclones are examined using a similar approach.) The effects
of latent-heat release are not captured explicitly by such an analysis. Nonetheless, the
diagnostics chosen provided a clear distinction between types A and B for the majority
of cases studied (see Fig. 1). Not altogether surprisingly, the analysis indicated that the
development of some systems could be more complex than a simple A/B classi� cation,
with behaviour characteristic of types A and B occurring during different development
phases. The cyclones that were the subject of Intensive Observing Periods (IOPs) 11,
12 and 17 were investigated independently (Chaigne and Arbogast 2000; Kucharski and
Thorpe 2000, 2001). It is encouraging to note that these studies support Deveson et al.’s
(2002) type B classi� cation for some development phases of these systems.

¤ Corresponding author: Department of Meteorology, University of Reading, PO Box 243, Reading, Berkshire
RG6 2BB, UK. e-mail: R.S.Plant@rdg.ac.uk
c° Royal Meteorological Society, 2003.

2989



2990 R. S. PLANT et al.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0

B

A

CR
  c

or
re

la
tio

n 
of

 s
ep

ar
at

io
n 

an
d 

sy
st

em
 in

te
ns

ity
2

log  (U/L)
10

± 0.05 0.650.2 0.60.4

Figure 1. Scatter plot of two diagnostics derived for the Fronts and Atlantic Storm-Track EXperiment cyclones.
The diagnostics are the averaged upper-to-lower-level ratio of forcings (Eq. (1)), and the R2 correlation between
the maximum 900 mb relative vorticity and the separation of the 700 mb ascent maxima forced by upper and lower
levels. Note that a log scale is used on the horizontal axis. The plot was constructed with data from Tables 3 and 4
of Deveson et al. (2002). Arrows indicate the evolution of hybrid systems, which exhibit different behaviour
during different stages of development. The vertical lines separating the type A, B and C systems were drawn

using the thresholds of Deveson et al. (2002), whilst the horizontal separators are included to guide the eye.

As well as the A/B hybrids, three systems (IOP 4, IOP 18 and low L39b) were
identi� ed which could not be � tted into the A, B scheme. These were associated with
especially strong relative contributions from upper levels, and an absence of the tilt
evolution generally seen in type B cases. The anomalous cyclones were tentatively
grouped into a third category¤, type C. As described below (section 2), application of
one of Deveson et al.’s (2002) diagnostics to a climatology of instantaneous cyclonic
features suggests that such type C events may not be uncommon.

One of the candidate type C systems, the FASTEX cyclone IOP 18, was the
subject of a recent cyclogenesis case-study (Ahmadi-Givi et al. 2003). It was shown
that Deveson et al.’s (2002) twofold partitioning of adiabatic, quasi-geostrophic forcing
is insuf� cient for a fully satisfactory description of the cyclone. Instead, one must take
full account of latent-heat release, which dominates the explosive development of this
system. Ahmadi-Givi et al. (2003) did so by describing the forcing of the system in terms
of an upper-level potential vorticity (PV) anomaly, a midlevel diabatic PV anomaly and
a surface potential-temperature anomaly.

A schematic diagram illustrating the IOP 18 dynamics is shown in Fig. 2. The initial
situation was dominated by a pronounced upper-level anomaly (Fig. 2(a)). The contri-
bution from the surface potential-temperature anomaly to the low-level � ow was so

¤ This nomenclature is a little unfortunate, Radinov‡́c (1986) having previously proposed that type C be used to
refer to cases of orographically induced cyclogenesis. In this paper we have chosen to use ‘type C’ in the Deveson
et al. (2002) sense, since we felt that adopting some alternative nomenclature might serve only to increase, rather
than remove, any confusion.
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Figure 2. Schematic diagram to illustrate the impact of latent-heat release on the low-level circulation of the
Fronts and Atlantic Storm-Track EXperiment Intensive Observing Period 18. (a) Shows the situation at early
times, before latent-heat release occurs. The upper line illustrates a tropopause fold, with associated positive
potential vorticity (PV) anomaly. A low-level, cyclonic circulation is induced. (b) Illustrates the dominant effects
of latent heating within the mature system. A positive low-level anomaly is formed which intensi� es the low-
level circulation. A local sink of PV is located above, which weakens the upper-level feature. A surface thermal

anomaly remains weak throughout. (After Ahmadi-Givi et al. 2002.)

small as to be negligible throughout the lifetime of the cyclone. A diabatically gener-
ated positive PV anomaly was produced during ascent forced by the upper-level fea-
ture (Fig. 2(b)). This diabatic anomaly was found to intensify rapidly, a process which
dominated the cyclogenesis. In the mature system, the positive diabatic anomaly made
a very substantial contribution to the low-level circulation, comparable to that of the
upper-level anomaly. In addition to the diabatic formation of a positive PV anomaly, the
release of latent heat acted to reduce the strength of the upper-level anomaly, particularly
along its leading (eastward) edge (Fig. 2(b)).

The dominant role of latent heating in IOP 18 is in marked contrast to its function in
many other cyclones, where it acts to increase the growth rate of baroclinic instabilities
(Davis and Emanuel 1991; Davis 1992; Fehlmann and Davis 1999). In such cases, the ef-
fects of latent heating are generally viewed as providing a modi� cation of dry, baroclinic
cyclogenesis (Davis and Emanuel 1991; Montgomery and Farrell 1991), somewhat sim-
ilar to a reduction in the dry static stability. However, the IOP 18 behaviour is somewhat
reminiscent of that seen in theories for the genesis of some polar-low systems (Snyder
and Lindzen 1991; Craig and Cho 1992; Parker and Thorpe 1995), in which strong
diabatic heating may provide a ‘dynamical surrogate’ (Snyder and Lindzen 1991) for
the basic-state baroclinicity, and produce modes whose structure are ‘far removed from
that of a dry wave’ (Parker and Thorpe 1995).

Features of the IOP 18 dynamics have also been found in other phenomenological
studies examining strong latent-heat release (Balasubramanian and Yau 1996; Stoelinga
1996; Flocas 2000). In particular, it is well established that a diabatically generated pos-
itive PV anomaly can make a substantial contribution to a low-level circulation. This is
true in some cases where latent heating can be regarded as amplifying the dry, baroclinic
dynamics (as in, for example, Davis 1992; Reed et al. 1992). The distinguishing feature
of studies like Ahmadi-Givi et al. (2003) is that a pronounced diabatic anomaly can
be associated with a consistently weak surface thermal anomaly and hence a lack of
baroclinic coupling between upper levels and the surface. Moreover, despite possibilities
for co-operative interaction (see, for example, Fig. 14(c) of Ahmadi-Givi et al. 2003),
there need not necessarily be any signi� cant, net positive feedback to the upper-level
anomaly (Flocas 2000; Ahmadi-Givi et al. 2003).

The failure to develop a signi� cant surface thermal anomaly in the cyclogenesis
of IOP 18 is consistent with Deveson et al.’s (2002) result for the proposed type C
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cyclones that (neglecting the explicit impact of latent heating) the forcing from upper
levels is much stronger than that from low levels. Thus, it is tempting to speculate that
the IOP 18 dynamics described by Ahmadi-Givi et al. (2003) might be generic to type C
systems. However, the role of latent-heat release in cyclogenesis is known to be sensitive
to the precise distribution of heating (Smith 1999) and, therefore, exhibits a high degree
of case-to-case variation (see, for example Balasubramanian and Yau 1994; Parker 1998;
Fehlmann and Davis 1999; Mallet et al. 1999, and references therein). Therefore, one
should be cautious about making any such link without � rst examining the behaviour of
the other anomalous FASTEX systems.

This paper is organized as follows. In section 2 we argue that type C events as
de� ned by the Deveson et al. (2002) scheme may occur reasonably frequently and thus
merit further investigation. We then highlight some salient points of the analysis method,
which is based on piecewise PV inversions and PV surgery (section 3). The approach is
able to provide a good explanation of a FASTEX type B case (section 4), consistent with
the Deveson et al. (2002) results. However, the same framework reveals a crucial role
for latent heating in another of the FASTEX type C candidates (section 5), leading us to
conclude (section 6) that type C may indeed constitute a useful and genuinely distinct
class of cyclone behaviour.

2. TOWARDS A TYPE C CLIMATOLOGY

The quasi-geostrophic vertical-motion � elds forced by upper and lower levels in
the vicinity of a cyclonic feature are characterized at midlevels by dipoles of ascent
and descent downstream and upstream of the localized forcing regions. Deveson et al.’s
(2002) objective classi� cation makes use of the relative intensity and location of the
dipoles at 700 mb. The relative contributions from upper- and lower-level forcings
can be represented by averaging the magnitudes of the associated ascent and descent
maxima and constructing an upper-to-lower-level ratio of these amplitudes (U and L
respectively). Over a period of cyclone development, it is convenient¤ to use an averaged
form of this variable,

.U=L/av D 10.log10.U=L//; (1)

the overbar denoting a time mean. Phase information is obtained by de� ning a tilt-
like variable, speci� cally the separation at 700 mb of the positive parts of the upper-
and lower-level-forced dipoles. The correlation coef� cient between this variable and the
system intensity can then be used to distinguish between a � xed phase shift in a type
A baroclinic mode, and a type B scenario in which an upper-level feature overtakes the
surface low. Various measures of system intensity are possible, Deveson et al. (2002)
preferring the maximum 900 mb relative vorticity.

Figure 1 is a scatter plot of the averaged U=L ratio and the tilt-intensity correla-
tion for FASTEX cyclones. The averaging was performed during cyclogenesis, which
was considered to begin at a threshold value of 900 mb relative vorticity and to con-
tinue until this quantity reached a maximum (Deveson et al. 2002). The plot contains
three groupings, which Deveson et al. (2002) were able to separate in a simple way
by setting .U=L/av thresholds where the correlation coef� cient changed its character.
One group contains cyclones for which upper- and lower-level forcings are of compa-
rable importance and the dipole separation does not vary systematically during inten-
si� cation. These are identi� ed with Petterssen and Smebye’s (1971) type A cyclones.
Type B corresponds to a group dominated by upper-level forcing in which the dipole

¤ The log and antilog are desirable in assigning equal weightings to changes in upper- and lower-level forcings.
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Figure 3. Results from the analysis of a database of cyclonic features, containing a total of 3199 frontal waves
and 2099 non-frontal lows. The features of each type are grouped into bins according to the instantaneous U=L
ratio, with 1 log10.U=L/ D 0:08 (Eq. (1)). (a) Shows the number of events of each type, with symbols plotted at
the centre of each bin. (b) Shows the mean of the 1 km relative vorticities for the events in each bin. In both cases,

vertical lines are added, drawn along the log10.U=L/ thresholds of Deveson et al. (2002).

separation is found to decrease during intensi� cation. As noted in section 1, there is also
an anomalous group, C, with very little low-level forcing and an absence of correlation
between intensity and dipole separation.

In Fig. 3(a), we show the distribution of instantaneous upper-to-lower-level ra-
tios obtained from an automated database of cyclonic features for the year 2000.
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The database was provided by Hewson (2002, personal communication) and is based
on the methodology described by Hewson (1998a). It contains information about ob-
jectively identi� ed cyclonic features in the 00 UTC analyses of the Met Of� ce uni� ed
model (Cullen 1993). Objective techniques (Hewson 1997, 1998a) were applied to data
that was interpolated from the global analyses onto a limited-area domain. Prior to
1998 this domain was used in operational forecasting, and, as described in section 3,
model analyses directly on the domain are used here in studying the FASTEX cyclones.
The domain covers a region from the east coast of America to the Black Sea and from
northern Africa to northern Greenland. A rotated latitude–longitude grid is used, with a
grid-point separation of ¼50 km. Nineteen hybrid vertical levels are speci� ed.

Objective frontal waves are detected at the intersections of objectively de� ned
fronts, using the method of Hewson (1997, 1998b). However, not all qualitatively
signi� cant cyclonic features are captured as such frontal waves. For this reason, an
additional objective feature is also considered. This is de� ned as a local minimum of
the 1000 mb geopotential height that does not lie within 300 km of an objective frontal
wave. We shall refer to such features as non-frontal lows.

Comparing Figs. 1 and 3(a), it is clear that events with large instantaneous U=L are
by no means uncommon, for both the frontal waves and the non-frontal lows. However,
the number of events with large U=L gives only an extreme upper bound on the number
of type C cyclones. (20% of the features were non-frontal and had U=L > 3:0, the
Deveson et al. (2002) criterion.) The distinction between the instantaneous and time-
averaged value of the U=L ratio is an important one. Large U=L values are normal in
the early stages of type B cyclones, when there is an upper-level precursor, but as yet
relatively little interaction with low-level baroclinicity. (This point is illustrated by Fig. 5
of Deveson et al. (2002), which shows the evolution of U=L with time for a typical type
B cyclone.) Moreover, one might expect some of the more extreme U=L values to be
associated with very weak cyclonic features that are picked up by the objective methods
but which fail to undergo signi� cant development. In the absence of any method for
automatically tracking features through the database¤, it is, therefore, not possible to
detect type C candidate systems unambiguously.

However, there are strong indications from the database that well developed systems
with high U=L do indeed occur with reasonable frequency. In the absence of any
genuine type C candidates, events with high U=L would be dominated by the early
stages of type B systems and by other weak systems. Thus, the average intensity of
cyclonic features would tend to decrease at high U=L. In fact, although this is true for
the frontal waves (see Fig. 3(b)), for the non-frontal lows the opposite trend is observed†.
Therefore, the non-frontal lows must include at least some events of signi� cant intensity
with unusually high U=L ratios.

3. ANALYSIS METHOD

Our objective is to ascertain the effects on cyclogenesis due to midlevel latent-heat
release, as well as the forcings from upper and lower levels. The latent-heat contributions
are omitted from the outset in the Deveson et al. (2002) approach using an adiabatic,
quasi-geostrophic omega equation. Following Ahmadi-Givi et al. (2003), however, it

¤ A feature-tracking system is currently under investigation, and it is intended that the results be reported in the
near future.
† Figure 3(b) shows the average 1 km relative vorticity above the objective features. The same conclusion follows
from other measures of intensity: for example, the mean-sea-level pressure.
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is straightforward to take this heating into direct account by performing piecewise PV
inversions for surface thermal, upper-level and midlevel anomalies.

We use the PV inverter described by Grif� ths et al. (2000), imposing the Charney
(1955) nonlinear balance condition on an approximation to the Ertel–Rossby PV, with
potential temperature held � xed on the horizontal boundaries. As discussed by Davis and
Emanuel (1991), if one de� nes Rossby numbers for the non-divergent and irrotational
winds then such a scheme is equivalent to an expansion to � rst order in the former
and zeroth order in the latter. By varying the inversion domain, it was checked that its
boundaries were placed suf� ciently far from the anomalies of interest that the results are
not qualitatively dependent on the precise boundary location.

The � elds attributable to each PV anomaly are determined by taking the difference
between inversions performed with and without the anomaly. In principle, any attri-
bution procedure is subject to some ambiguity owing to the intrinsic nonlinearity of the
inversion process, although in practice a linear approximation would appear to be a good
one for spatially distinct anomalies (Birkett and Thorpe 1997).

The data used are the 6-hourly analyses on the limited-area domain of the Met
Of� ce uni� ed model (section 2). In order to avoid potential numerical problems
associated with unstable lapse rates in the boundary layer, the vertical domain for PV
inversion is restricted to the range 900 to 50 mb. Thus, references to a surface thermal
anomaly should be interpreted to mean a surrogate potential-temperature anomaly on
the 900 mb level. In describing the results from the PV inversions, we shall concentrate
on the 850 mb geopotential-height perturbations attributed to each anomaly. As shown
in sections 4 and 5, diagnostics can be constructed from these perturbation � elds which
carry information similar to the Deveson et al. (2002) diagnostics.

The speci� cation of a PV anomaly may be considered to have two aspects: � rst,
one must de� ne a background, non-anomalous state and secondly, one must determine
whether each point at each time does or does not constitute part of the anomaly
of interest. Although there is a degree of ambiguity associated with each of these
aspects, a well chosen method will limit such ambiguity to a tolerable level whilst
specifying anomalies that have a meaningful physical interpretation. With regard to
the � rst aspect, we have used a 5-day averaged background state. This is a common
choice in PV inversion studies (Davis and Emanuel 1991; Stoelinga 1996). However,
for the diabatically generated PV anomaly in the lower troposphere, we preferred to
take a spatial average in order to de� ne an instantaneous background value for each
pressure level in the inversion domain. Spatial averaging was preferred because previous
experience (Ahmadi-Givi 2001) indicated that it can provide a cleaner separation within
the weaker horizontal PV gradients found at low levels.

For the second aspect, we take the anomalies to be localized regions of surface
potential temperature or of PV that exceed the local background state. The restriction
to localized anomalies is in contrast to studies like Davis and Emanuel (1991) and
Stoelinga (1996) but follows Fehlmann and Davis (1999), Pomroy and Thorpe (2000)
and others. It has the effect of excluding from our analysis anomalous regions that are
associated with other nearby systems. This is a desirable approach for cases such as
IOP 4 (section 5(a)), which undergoes cyclogenesis whilst simultaneously moving away
from the vicinity of a nearby, intense and mature low.

Note also that only positive anomalies are considered. The inclusion of adjacent
negative anomalies would reduce the attributed perturbations in geopotential height.
Using the amplitude of such perturbations to describe the contributions of each anomaly
to the system, the tendency is therefore to overestimate the contributions from both
the surface and upper-level anomalies. Since a type C system is characterized by a
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Figure 4. North–south cross-sections of potential vorticity (PV) through the centre of the Intensive Observing
Period 15 cyclone at 18 UTC on 14 February 1997. The cross denotes the location of the minimum surface pressure.
The contour interval is 0.5 PV units (PVU). (a) Shows the full PV � eld and (b) the � eld with an upper-level

anomaly removed.

weak contribution from the surface anomaly and a relatively strong diabatic contribution
(section 1), our restriction to positive anomalies will tend to dampen its signal. We can,
therefore, be con� dent that an appropriate signal from the inversions will provide strong
evidence for a type C event.

Inspection of the � elds with anomalies removed suggests that a clean separation
between anomaly and background was generally achieved. An example is shown in
Fig. 4, illustrating the removal of an upper-level anomaly during FASTEX IOP 15.
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In order to explore the interactions between anomalies, some results are described
from numerical model simulations in which PV surgery was used to remove particular
anomalies from the initial conditions. Such simulations were performed for 24-hour
periods using version 4.4 of the uni� ed model (Cullen 1993) on the limited-area
domain, with boundary conditions derived from a prior global run. The simulations
were validated by � rst comparing the results of a control forecast (with all anomalies
present) with the analysis dataset. In all cases, the forecast error in the minimum surface
pressure was less than 3 mb.

4. A FASTEX TYPE B CYCLONE

The type C cyclone described by Ahmadi-Givi et al. (2003) is similar to a type B
system in its earliest stages, the initial development arising from a pre-existing upper-
level PV anomaly. It would, therefore, be valuable to check that its subsequent evolution
constitutes a genuinely distinct pattern of behaviour. To make such a check it is neces-
sary to have some reference type B event against which to compare the type C candi-
dates. Moreover, it is important to con� rm that simple diagnostics can be constructed
from the PV inversions that encapsulate the information contained in the relative am-
plitude and tilt diagnostics of Deveson et al. (2002). For these reasons, we consider the
cyclogenesis of FASTEX IOP 15, designated as type B by Deveson et al. (2002).

The automatic tracking method of Baehr et al. (1999) indicates that the IOP 15
cyclone underwent three separate phases of growth over its complete life cycle.
Only a single phase is considered here, corresponding to the actual IOP duration from
13 to 15 February 1997 (Clough et al. 1998). A distinct low was � rst distinguished at
12 UTC on the 13th (Table B1, Joly et al. 1997) just off the coast of Newfoundland.
The cyclone moved steadily across the Atlantic from the 13th to the 15th, reaching a
minimum surface pressure late on the 15th. At later times, its motion slowed and the
low then interacted with another system that had formed upstream. Figure 5(a) shows
the evolution of the minimum mean-sea-level pressure during the � rst growth phase.

The upper-level anomaly associated with IOP 15 became separated from a larger-
scale trough during the 13th, becoming a cut-off feature (in terms of the height of
the PV D 2PV units (PVU) surface) during the 14th and 15th (not shown). This fea-
ture is seen before development of the other anomalies associated with the system.
A pronounced surface thermal anomaly is in evidence from late on the 13th, and a
diabatically generated anomaly (centred around 52BW on Fig. 4) is generated above the
bent-back warm front. Figure 5(b) shows the contribution from each of these anomalies
to the system intensity, the strength of each contribution being characterized by the
magnitude of the maximum perturbation in geopotential height (Balasubramanian and
Yau 1994; Stoelinga 1996; Ahmadi-Givi 2001) a little above the boundary layer; here,
at 850 mb. All three anomalies intensify during the 14th, with the upper-level precursor
remaining the dominant feature. The diabatic contribution has a signi� cant but by no
means an overwhelming impact on the intensi� cation, being of comparable importance
to the thermal anomaly.

The dominance of a pre-existing upper-level anomaly suggests a type B classi� -
cation for the cyclone. However, one must also check that the tilt is consistent with
expectations for such a system, the separation between the upper-level anomaly and the
surface centre decreasing over time. The use of Deveson et al.’s (2002) tilt-like diagnos-
tic assumes that the same property holds for the distance between the peak 700 mb uplift
responses to upper- and lower-level forcings. In Fig. 6(a), we plot a similar diagnostic:
the east–west separation between the surface centre and the maximum in the 850 mb
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Figure 5. Development of Intensive Observing Period 15 and the contributions to it from each anomaly.
The minimum mean-sea-level pressure is shown in (a) and the maximum geopotential-height perturbations due to

each anomaly at 850 mb are given in (b).

geopotential perturbation � eld that is attributed to the upper-level anomaly. The distance
is taken to be positive if the surface centre lies to the east of this maximum. Clearly,
the perturbation attributed to the upper-level feature advances relative to the cyclone
centre. This behaviour is seen more clearly when the distance calculation is restricted
to the east–west direction, because the system is elongated in the north–south direction
(see Fig. 6(b) for example). Changes of position of the surface centre in the north–south
direction could, thus, arise due to subtle changes in the cyclone structure close to the
surface rather than any differential downstream motion.

Also plotted on Fig. 6(a) is the east–west separation of the maxima in the 850 mb
geopotential perturbations due to the upper-level and diabatic anomalies. Because the
diabatic anomaly is located close to the low centre during cyclogenesis, the same tilt
behaviour can also be seen in terms of this variable.

5. FASTEX TYPE C CYCLONES

In the previous section it was shown that piecewise PV inversion can provide a good
description of type B development, consistent with Deveson et al.’s (2002) scheme.
Unlike that scheme, however, the framework used here allows the role of latent heating
to be taken fully into account, a process crucial to the dynamics of IOP 18 (Ahmadi-Givi
et al. 2003). In this section we discuss IOP 18 further and also report on a corresponding
analysis for the other FASTEX candidate type C systems, IOP 4 and low L39b.
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Figure 6. (a) Shows the time evolution for two distance variables calculated for Intensive Observing Period
(IOP) 15. One distance is that between the cyclone surface centre and the maximum in the 850 mb geopotential
perturbation � eld due to the upper-level anomaly. The other is that between the maxima in the 850 mb geopotential
perturbations due to the upper-level and diabatic anomalies. Distances are calculated in the east–west direction
only and are positive if the maximum of the upper-level-anomaly perturbation � eld lies to the west. (b) Shows an
example of the mean-sea-level pressure for IOP 15, at 18 UTC on 15 February 1997. The contour interval is 2 mb.
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+

X

Figure 7. Mean-sea-level pressure at 06 UTC on 17 January 1997. At this time, Intensive Observing Period
(IOP) 4 lies just to the south of the mature low associated with the IOP 3 cyclone. The low centres for IOP 3 and

IOP 4 are denoted by the symbols C and X, respectively. The contour interval is 2 mb.

(a) IOP 4, a type C cyclone?
The IOP 4 cyclone can � rst be distinguished at 18 UTC on 16 January 1997

(Joly et al. 1997), to the south-west of the mature low that was the subject of IOP 3.
The parent IOP 3 system tracked north-eastwards during the 17th and 18th, whilst IOP 4
remained at roughly the same latitude during this time. Figure 7 shows the mean-sea-
level pressure at 06 UTC on the 17th and shows how close these two systems were
early in the development of IOP 4. The splitting apart of the two systems means that
the minimum mean-sea-level pressure of IOP 4 does not provide a good measure of its
intensity: indeed, the pressure actually increases during the 17th as IOP 4 moves away
from the large background region of low pressure associated with IOP 3 (not shown).
As is explained shortly, however, the low-level circulation of IOP 4 intensi� es during
the split, as shown by tracking maxima in the 900 mb relative vorticity.

The IOP 4 system was formed as a small, upper-level PV anomaly broke off from
the base of a large-scale trough during the 16th. This process is illustrated by Fig. 8
which shows the PV at 350 mb for two times on this date. The structure around 36BW,
46BN at 18 UTC in Fig. 8(b) is the distinct upper-level feature directly associated with
IOP 4, and has evolved from the feature seen at 48BW, 50BN at 00 UTC in Fig. 8(a).
It is straightforward to check that this particular anomaly is critical for the subsequent
development of the system. The IOP 4 cyclone can hardly be observed during a 24-hour
run of the uni� ed model for the 17th if PV surgery is used to remove this upper-level
precursor from the initial conditions at 00 UTC (not shown).

In contrast to the upper-level feature, it is dif� cult to associate a signi� cant surface
thermal anomaly with IOP 4. Indeed, the warm thermal anomaly is so weak that for
much of the 17th, there is no discernible region within the vicinity of this cyclone that
is warmer than the background 5-day average. Nonetheless, it is possible to identify
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a)

b)

Figure 8. Potential vorticity (PV) at 350 mb during 16 January 1997. The contour interval is 1 PV unit (PVU).
The PV � eld at 00 UTC is shown in (a) and that at 18 UTC in (b). Values larger than 2 PVU are shaded.
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something of a thermal anomaly on the 18th and for completeness this feature has been
included in the inversions.

During the early development of IOP 4, the midlevel PV � eld contains two spa-
tially distinct, diabatically generated anomalies. The � rst of these (labelled as diabatic
anomaly 1 in Fig. 9(a) and elsewhere) is located close to the low centre and has a
crescent shape. It is generated by convection due to destabilization associated with
ascent ahead of the upper-level anomaly. This statement has been veri� ed in the uni-
� ed model calculations by determining the rates of PV generation by processes within
the model. Diabatic anomaly 1 was produced predominantly by the model’s convective
parametrization scheme. This anomaly does not intensify as the system develops.

The second diabatic anomaly (labelled 2) is � rst seen as a small, isolated feature
to the south of the cyclone. During the 17th and early on the 18th, it develops strongly,
moving north-east towards the IOP 4 centre and elongating into a north-east–south-
west streak. This rotates cyclonically and is drawn towards the system by the low-level
circulation. In the model runs the anomaly is initially generated mainly through latent
heating induced by the large-scale dynamics, but it also has a convective component that
becomes increasingly important as the anomaly intensi� es. On arrival near the centre,
the second diabatic anomaly absorbs the � rst, weaker, diabatic anomaly. Figure 9(a)
shows the situation in terms of the 850 mb PV at 00 UTC on the 18th, around the time
of transition from two distinct anomalies to a single structure that has evolved mainly
from the second anomaly.

Directly associated with the two diabatic anomalies are corresponding maxima of
900 mb relative vorticity. These are plotted in Fig. 9(b). As noted previously, diabatic
anomaly 1 does not intensify over time; indeed, the associated maximum actually
decreases during the 17th. By contrast, tracking the maximum associated with the
second anomaly reveals the intensi� cation of the IOP 4 low-level circulation.

The contributions from each of the above anomalies to the 850 mb geopotential
height are shown in Fig. 10. Since the two diabatic anomalies are close together late
on the 17th, there is a possible issue due to the nonlinearity of PV inversion (Birkett
and Thorpe 1997). In order to avoid such problems we have elected to perform a single
inversion, to determine the � elds attributable to both of the diabatic anomalies. For times
where two anomalies can be distinguished, we � nd that there are two distinct minima in
the attributed 850 mb geopotential. It is these minima that are plotted.

The contribution from the surface thermal anomaly remains very small (if detect-
able at all) throughout. The upper-level contribution is found to decay during the early
part of the 17th and at this time induces only moderate intensi� cation of the two diabatic
anomalies. However, late on the 17th, and early on the 18th, there is a substantial
enhancement of diabatic anomaly 2, triggered by its arrival close to the low centre. It is
this enhancement which is responsible for the major phase of system growth, inducing
a drop in pressure and a sharp increase in relative vorticity (Fig. 9(b)).

The existence of an upper-level precursor, the minor role of the thermal anomaly
and the direct association of system growth with the intensi� cation of a diabatic anomaly
are all features of Ahmadi-Givi et al.’s (2003) analysis of IOP 18. Such features are
also evident in IOP 4. The fundamental role of latent heating in the development of
IOP 4 was con� rmed by performing a 24-hour uni� ed-model simulation, starting from
00 UTC on the 17th, in which the latent-heat coef� cient is set to zero. In this case,
diabatic anomaly 2, although present in the initial conditions, is unable to intensify and
remains a weak structure throughout. Thus, the cyclone simply decays, both in terms
of an increasing surface pressure and a decreasing 900 mb relative-vorticity maximum
(Fig. 9(b)), which is due to diabatic anomaly 1.
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Figure 9. (a) Shows the potential vorticity (PV) at 850 mb for 00 UTC on 18 January 1997. The contour interval
is 0:1 PV units (PVU). Values larger than 0:5 PVU are shaded. As described in the text, there are two distinct
diabatic anomalies during the early development of Intensive Observing Period (IOP) 4, and these are labelled as
1 and 2. Line AB is the location of cross-sections shown in Fig. 11. In (b), the maximum relative vorticities at
900 mb are plotted for IOP 4. At early times, there are two maxima associated with the two diabatic PV anomalies.
Also plotted in (b) is the maximum 900 mb relative vorticity (associated with diabatic anomaly 1) obtained from

a 24 h simulation without latent heating.
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of the upper-level anomaly produced in a 24 h simulation without latent heating.

(b) Interactions of upper-level and diabatic PV anomalies
As discussed in section 1, an interesting feature of IOP 18 was the character of the

feedback from diabatic intensi� cation to the upper-level anomaly. Latent heating acted
to reduce the amplitude of the low-level geopotential perturbations attributable to the
upper-level feature. The simulation without latent heating reveals that the same is true
of IOP 4 (Fig. 10). Figure 11(a) shows a cross-section of PV for 00 UTC on the 18th,
at the end of a 24-hour control simulation. Also shown (Fig. 11(b)) is the difference
between this � eld and the corresponding � eld in the simulation without latent heating.
The difference provides a measure of the PV production and redistribution attributable
to latent-heating effects during the 17th, positive values indicating that such effects
have increased the local PV. First, note that the location of the main region of increase
con� rms that the two midlevel PV anomalies are predominantly diabatic in origin.
Moreover, the heating produces regions of reduced PV aloft, either as a direct result
of heating or as a result of changes to the wind � eld that alter upper-level advection.
PV inversions were performed on the results from the simulation without latent heating.
The 850 mb geopotential perturbations are small (<20 m) for all anomalies other than
the upper-level feature. However, the amplitude of the upper-level perturbation actually
increases compared with its value in the analyses (and the control simulation) (Fig. 10).
Thus, although the intensi� cation of diabatic anomaly 2 is crucial in accounting for the
observed IOP 4 development, diabatic effects nonetheless have a net negative effect on
the strength of the low-level � elds induced by the upper-level anomaly.
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Figure 11. Cross-sections of potential vorticity (PV) through the Intensive Observing Period 4 cyclone at 00 UTC
on 18 January 1997. The cross-sections are along the line AB indicated in Fig. 9(a). (a) Shows the full PV � eld
from a control simulation whilst (b) is obtained by subtracting from that � eld the corresponding PV in a run
without latent heating. Negative contours are plotted with dot–dashed lines. The PV interval is 0:5 PV units

(PVU) in (a) and 0:25 PVU in (b).
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Figure 12. Time evolution for distance variables calculated for Intensive Observing Period 4. One distance is
that between the cyclone surface centre and the maximum in the 850 mb geopotential perturbation � eld due to the
upper-level anomaly. The others are the distances between the maxima in the 850 mb geopotential perturbations
due to the upper-level and diabatic anomalies. Distances are calculated in the east–west direction only and are

positive if the maximum of the upper-level-anomaly perturbation � eld lies to the west.

As well as the large ratio of upper-to-lower-level forcing, the other distinguishing
characteristic of the type C systems identi� ed by Deveson et al. (2002) is the lack of
correlation between system intensity and Deveson et al.’s (2002) tilt-like diagnostic.
The validity of their tilt-like diagnostic may be questionable for type C cases, since
it depends on the location of the response to a low-level forcing that is known to be
very weak. Nonetheless, it is certainly of interest to consider changes in the relative
position of the upper-level feature. Figure 11 indicates that the action of latent heating
in IOP 4 in� uences the structure of the upper-level anomaly. The resulting east–west
separations between the low centre and the maxima in the attributed 850 mb geopotential
perturbations are shown in Fig. 12. This � gure should be contrasted with the type B
pattern observed for IOP 15 (see Fig. 6).

At the start of the 17th, the maximum 850 mb geopotential perturbation due to
the upper-level anomaly lies a short distance to the west of the surface centre and of
diabatic anomaly 1. During the early part of the 17th, this attributed maximum moves
downstream relative to the rest of the system, as in the type B case (section 4). Diabatic
anomaly 2 lies initially to the south, but moves relatively northwards during the 17th.
The system intensi� es once this anomaly arrives within the vicinity of the low on the
afternoon of the 17th, absorbing anomaly 1 to produce a single, strong diabatic anomaly.
The unique maximum attributable to the combined anomaly is established »400 km
downstream of the upper-level maximum, with the low centre falling midway between
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these maxima. The upper-level anomaly appears to be held back at later times, the
separation between the attributed upper-level and diabatic maxima changing little during
the early part of the 18th.

As shown by Fig. 11, latent heating results in PV destruction immediately above
the intensifying, midlevel, positive diabatic anomaly. This has a direct effect upon both
the intensity and shape of the upper-level feature, reducing its downward penetration.
Since the midlevel anomaly is downstream of the upper-level feature, the reduction
will be strongest along its leading (eastward) edge (Fig. 2(b)). Erosion of the upper-
level feature on its eastern � ank then produces an attributed 850 mb geopotential that is
centred further to the west.

Retardation of an upper-level feature due to latent heating has also been noticed by
Stoelinga (1996). In that case the author focused on an alternative mechanism, speci� -
cally the in� uence of upper-level winds associated with latent heating. Such winds were
of two types: � rst, the balanced winds obtained by inverting the diabatic PV anomaly;
and second, the divergent winds. The latter, which proved to be more important, were
argued to be mainly associated with latent heating on the grounds that they were con-
siderably reduced in a simulation where latent heating was withheld (see also Davis
et al. 1991). A similar effect is seen in IOP 4. Figure 13 shows the upper-level anomaly
at 350 mb, along with the divergent, non-attributed winds (i.e. the difference between
the full wind � eld and that obtained by inverting the full PV distribution) at the same
level. Comparing the plots for simulations with and without latent heating, it is clear that
latent heating does indeed act to produce a weaker anomaly (particularly on its leading
edge) and to retard the downstream advection. The retardation may be explained by a
signi� cant increase in the non-attributed winds. Winds that are obtained by inverting the
diabatic anomaly have a weaker retarding effect (not shown; the maximum strength of
such winds is »1 m s¡1).

Therefore, we see that both the erosion of upper-level PV and the winds associated
with latent heating may be capable of retarding an upper-level anomaly. We do not
attempt to determine the relative importance of these mechanisms here. For our present
purposes, it is suf� cient to note that the strong latent heating characteristic of type C
will tend to produce such retardation and hence also a loss of the type B tilt correlation.

(c) Tilt of IOP 18
A number of similarities between the dynamics of IOP 4 and IOP 18 were described

above. Moreover, we have shown how the IOP 4 dynamics lead to the characteristic
features of type C behaviour according to Deveson et al. (2002): i.e. a large upper-to-
lower-level ratio and an absence of the tilt correlation found in type B cases. In their
analysis of IOP 18, Ahmadi-Givi et al. (2003) did not go into detail about the tilt
evolution. However, since they did identify erosion of the upper-level trough above
a downstream diabatic anomaly, one might expect the tilt evolution to exhibit similar
behaviour to IOP 4. Figure 14 shows the tilt characteristics of IOP 18, determined from
inversion data supplied by Ahmadi-Givi (2001, personal communication).

The general trend is for the attributed 850 mb geopotential maximum due to upper
levels to move downstream more rapidly than the rest of the system, as in a type B
case. However, the relative progress of this maximum is retarded during a period of
strong intensi� cation late on 22 February 1997, and early on the 23rd. This period is
associated with both the development of a strong diabatic anomaly and with weakening
of the upper-level anomaly along its eastern � ank (Ahmadi-Givi et al. 2003). Hence, the
correlation seen in type B cases between intensi� cation and tilt is lost in IOP 18.
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a)

b)

Figure 13. The potential vorticity (PV) � eld at 350 mb for 00 UTC on 18 January 1997, obtained from 24 h
simulations of Intensive Observing Period 4. (a) Shows the PV in a control simulation with full physics and
(b) the corresponding � eld in a simulation without latent heating. The contour interval is 1 PV unit. Also shown
are wind vectors for the non-attributed winds on the same level. The scale is indicated by arrows to the right of

the � gure, denoting winds of 10 m s¡1.
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(d ) Low L39b, another type C candidate
Deveson et al.’s (2002) analysis of FASTEX cyclones identi� ed three candidate

type C cases. IOP 4 and IOP 18 were discussed above. The other candidate was low
L39b, which emerged as a localized, weak low during 17 February 1997, out of the
large-scale, mature system that had evolved from IOP 15 (Deveson 2000). However,
low L39b does not share the dynamics of IOP 4 and IOP 18. Investigation of the case
immediately reveals that if any surface thermal anomaly can be distinguished then it
must be an extremely weak feature. This property means that the low is picked out by
the Deveson et al. (2002) scheme. However, although an associated diabatic anomaly
can be identi� ed, it also is weak (the amplitude of the attributed 850 mb geopotential
does not exceed 15 m throughout the lifetime of the low). Hence, the system appears to
be a weak, transient growth forced almost entirely by upper-level processes.

6. CONCLUSIONS

Deveson et al. (2002) recently devised diagnostics that are useful in distinguishing
between type A and B cases of cyclone development within the Petterssen and Smebye
(1971) classi� cation scheme. Two diagnostics are used for this purpose, derived from
a height-attributable decomposition of the quasi-geostrophic, adiabatic omega equation.
The variables measure both the time-averaged relative intensity of forcing from upper-
and lower-level features and the evolution of their relative separation. Type B cyclones
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have stronger upper-level forcing and also exhibit a characteristic change of separation
over time that leads to a correlation between separation and system intensity. However,
Deveson et al. (2002) also found three anomalous FASTEX systems which did not � t
into the A/B scheme, being particularly strongly dominated by upper levels but lacking
the tilt correlation of type B systems. The dynamics of one of these cyclones, IOP 18,
have been shown by Ahmadi-Givi et al. (2003) to be distinct from type A and B
developments. This provides further motivation for Deveson et al.’s (2002) suggestion
that the anomalous cases be considered as a third class of development, type C.

The instantaneous relative intensity of forcing was measured in the same way for
a large number of other cyclonic features (section 2). Features dominated by upper-
level forcing are found to be common. Such features will include type B cyclones
in their earliest stages of development, along with some other weak features. It was
shown, however, that the strongly upper-level-forced events must also include some
well developed systems. This result provides an indication that other anomalous, type C
events may occur with reasonable frequency.

Assuming that such a third class of development exists, and that the IOP 18
dynamics can be said to be typical of the class, we can postulate three important aspects
of the dynamics as being characteristic of such a development. These aspects are: (i) the
crucial role of strong midlevel latent heating; (ii) the absence of signi� cant surface
thermal anomalies; and (iii) interactions of the diabatic and upper-level anomalies that
weaken the low-level � elds attributable to the upper-level feature.

Ahmadi-Givi et al. (2003) demonstrated that Deveson et al.’s (2002) twofold par-
titioning of adiabatic, quasi-geostrophic forcing is insuf� cient for a fully satisfactory
description of IOP 18. However, an approach based on PV inversions of upper-level,
diabatic and surface thermal anomalies does allow one to take full account of midlevel
latent-heat release, which is essential in the postulated type C developments. In sec-
tion 4, the same approach was shown to be capable of replicating the main dynamical
features of a type B development, and of distinguishing between these features and
the characteristics assumed for type C. The approach was then used to study the other
anomalous FASTEX systems (section 5).

Intensive Observing Period 4 was found to have similar dynamical properties to
IOP 18, consistent with the postulates listed above for type C. Moreover, it was possible
to make a link between the quasi-geostrophic and PV-inversion-based schemes. In par-
ticular, the motion of the upper-level feature was found to be retarded as a consequence
of the action of midlevel latent heating. Two simple retardation mechanisms were iden-
ti� ed. First, the destruction of PV above the region of maximum heating (Fig. 11(b))
erodes the upper-level anomaly along its leading edge, displacing the anomaly as a
whole towards the west. Second, as previously suggested by Stoelinga (1996), upper-
level winds associated with latent heating are directed so as to contribute to the retarda-
tion. For these reasons, strong latent-heat release (a key feature of system development
in type C dynamics) disrupts the relative motion of the surface and upper-level features.
This then leads to a loss of correlation between tilt and system intensity, as found by
Deveson et al. (2002).

The analysis of section 5 provides strong support for the idea of a third class
and suggests that the idea could be usefully pursued. However, discussion of the third
anomalous case, low L39b, (section 5(d)) highlights the need for caution in simply
applying Deveson et al.’s (2002) diagnostics to identify type C events. The low L39b
system does not evolve due to strong latent heating, but arises almost exclusively as
a response to upper-level processes. In order to develop further the notion of a type
C development, it will be necessary to identify and to study other events exhibiting
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similar dynamics. For this purpose it would be valuable to extend Deveson et al.’s (2002)
approach to incorporate explicit diabatic effects.
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