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ABSTRACT

Subducted temperature anomalies have been invoked as a possible way for midlatitudes to alter the
climate variability of equatorial regions through the so-called thermocline bridge, both in the Pacific and
Atlantic Oceans. To have a significant impact on the equatorial heat balance, however, temperature anoma-
lies must reach the equatorial regions sufficiently undamped. In the oceans, the amplitude of propagating
temperature (and salinity) anomalies can be altered both by diabatic (nonconservative) and adiabatic
(conservative) effects. The importance of adiabatic alterations depends on whether the anomalies are
controlled by wave dynamics or by passive advection associated with density compensation. Waves being
relatively well understood, this paper seeks to understand the amplitude variations of density-compensated
temperature and salinity anomalies caused by adiabatic effects, for which no general methodology is
available. The main assumption is that these can be computed independent of amplitude variations caused
by diabatic effects. Because density compensation requires the equality T�/S� � �S/� to hold along mean
trajectories, the ratio T�/S� may potentially undergo large amplitude variations if the ratio �S/� does, where
� and �S are the thermal expansion and haline contraction coefficients, respectively. In the oceans, the ratio
�S/� may decrease by an order-1 factor between the extratropical and tropical latitudes, but such large
variations are in general associated with diapycnal rather than isopycnal motion and hence are likely to be
superimposed in practice with diabatically induced variations. To understand the individual variations of T�
and S� along the mean streamlines, two distinct theories are constructed that respectively use density/salinity
and density/spiciness as prognostic variables. If the coupling between the prognostic variables is neglected,
as is usually done, both theories predict at leading order that temperature (salinity) anomalies should be
systematically and significantly attenuated (conserved or amplified), on average, when propagating from
extratropical to tropical latitudes. Along particular trajectories following isopycnals, however, both attenu-
ation and amplification appear to be locally possible. Assuming that the density/spiciness formulation is the
most accurate, which is supported by a theoretical assessment of higher-order effects, the present results
provide an amplification mechanism for subducted salinity anomalies propagating equatorward, by which
the latter could potentially affect decadal equatorial climate variability through their slow modulation of the
equatorial mixed layer, perhaps more easily than their attenuated temperature counterparts. This could be
by affecting, for instance, barrier layers by which salinity is known to strongly affect local heat fluxes and
heat content.

1. Introduction

A current central issue in ocean climate theory is to
understand the possible links between the variability of

temperature and salinity anomalies and that of weather
and climate fluctuations on the intraseasonal to decadal
time scales. In the current state of our knowledge, sa-
linity anomalies are known to be climatically important
on long time scales because they affect the variability of
the thermohaline circulation (Rahmstorf 1995; Mikola-
jewicz and Maier-Reimer 1990) as well as the rate of
deep-water formation. Regarding temperature anoma-
lies, studies linking sea surface temperature (SST) to
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weather and climate patterns in various parts of the
world are numerous and ever expanding, even though
the precise mechanisms by which such control is
achieved is yet to be completely understood. As a re-
sult, SST prediction has become central to current sea-
sonal forecasting strategies. For all these reasons, it is of
primary importance to understand the dynamical and
thermodynamical processes accounting for the cre-
ation, evolution, and eventual demise of temperature
and salinity anomalies in the oceans.

From observations, there is evidence of two main
kind of large-scale propagating disturbances affecting
oceanic and potentially climate variability, namely
westward propagating anomalies, associated with first-
mode baroclinic Rossby waves, and second, advected or
seemingly advected anomalies. The existence of Rossby
waves is ubiquitous in satellite altimeter data (Chelton
and Schlax 1996; Polito and Cornillon 1997), in infrared
data (Hill et al. 2000), possibly even the sea surface
color data (Cipollini et al. 2001; Quartly et al. 2003) and
hydrographic data (see Fu and Chelton 2001 for a re-
view). First-mode baroclinic Rossby waves play a cen-
tral role in the adjustment response to change in the
wind forcing (Sirven and Frankignoul 2000) and explain
the main part of wind-forced decadal variability
(Sturges and Hong 1995). These waves might be possi-
bly involved in coupled ocean–atmosphere decadal
modes of variability (Gallego and Cessi 2000; White et
al. 1998). Advected or seemingly advected anomalies
have been observed in the Pacific Ocean thermocline
(Deser et al. 1996; Zhang and Levitus 1997) as well as
in the surface (Sutton and Allen 1997), mainly in the
temperature field. In the same category, but mostly vis-
ible in the salinity field is the great salinity anomaly
(Dickson et al. 1988). Seemingly advected temperature
anomalies have been hypothesized to affect the climate
variability of the equatorial regions through the “ther-
mocline bridge” in the Pacific by Gu and Philander (1997)
as well as in the Atlantic Ocean by Lazar et al. (2001).

It is usually assumed (e.g., Schneider 2000) that
large-scale propagating temperature and salinity
anomalies fall broadly into two main dynamically dis-
tinct categories: 1) wavelike anomalies having a density
signature and a propagation path that may depart sig-
nificantly from that of the mean streamlines; and 2)
density-compensated (spiciness) anomalies having no
density signature, and hence simply passively advected
by the mean circulation. Since the mean circulation is
not purely westward in general, there is no doubt that
westward propagating signals belong to the wave cat-
egory, the theory of which has progressed rapidly in the
past few years (Killworth et al. 1997; Dewar 1998;
Tailleux and McWilliams 2001; Killworth and Blundell
2003a). In contrast, the nature of the observed seem-
ingly advected anomalies is still under debate, with pro-
ponents of a wave explanation in terms of a second
baroclinic mode (Liu 1999a,b; Liu and Shin 1999;
Huang and Pedlosky 1999; Sirven and Frankignoul

2000; Killworth and Blundell 2001), as well as of in
terms of density-compensated anomalies (Lazar et al.
2001; Schneider 2000, 2004; Lukas 2001).

Except in a few cases (e.g., Lukas 2001), it is usually
not possible for lack of adequate salinity data to di-
rectly determine whether seemingly advected anoma-
lies should be explained in terms of wave dynamics or
as passively advected density-compensated anomalies.
To make progress, it would be helpful to have more
theoretical knowledge about the distinctive features of
each kind of anomalies. So far, however, the dynamics
of the second baroclinic mode has essentially been stud-
ied by means of layered models (Liu 1999a,b) or a trun-
cated normal mode approach (Killworth and Blundell
2001), whereas the study of density-compensated
anomalies has relied exclusively on the use of numerical
general circulation models (Lazar et al. 2001; Zhang et
al. 2001; Schneider 2004). As a result, theoretical
knowledge for these two kinds of anomalies appears to
be severely lacking for a realistic continuously stratified
fluid. In fact, we are not even aware of any mathemati-
cal derivation justifying the existence of density-
compensated anomalies from first principles! For these
reasons, it seems important and timely to investigate
the fundamental properties of density-compensated
temperature and salinity anomalies, to lay down the
theoretical foundations for their study and understand-
ing.

Several questions arise. First, what is the mathemati-
cal theory behind density-compensated anomalies, as
opposed to that for waves? Are density-compensated
anomalies an exact solution of the equations of motion,
or an approximate one? If so, what are the underlying
approximations? Is it density or potential density that is
implied in the term “density” compensated? What does
it exactly mean when we say that density-compensated
temperature and salinity anomalies are passively ad-
vected? Does that necessarily imply that such anoma-
lies are conserved along the mean streamlines? In this
paper, we show that density-compensated anomalies
are only an approximation to the equations of motion,
in the sense that actual such anomalies should always
possess a signature, if only a small one, in the pressure
and density fields, but which it is justified to neglect at
leading order. Furthermore, it is also shown that the
passively advective character of density-compensated
temperature/salinity (T/S) anomalies does not imply
that the latter are conserved along the mean stream-
lines. In other words, density-compensated T/S anoma-
lies may undergo significant amplitude variations. In
this respect, the present paper represents a significant
advance for the general theoretical understanding of
amplitude variations of T/S anomalies in the ocean,
which complements that already achieved for waves. In
the latter case, indeed, it is possible to derive amplitude
equations for wave motions from so-called wave action
conservation laws, which often amounts to a statement
about energy conservation. In that case, the basic physi-
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cal principle is that the wave amplitude increases as a
result of ray focusing, and decrease as a result of ray
widening. No comparable simple physical principle has
been derived yet for density-compensated T/S anoma-
lies. Probably, this is because it was not realized before
that such anomalies could undergo amplitude varia-
tions in absence of mixing, which is one of the main
results of this paper.

The dynamics of density-compensated T/S anomalies
is closely tied to the extensively studied process of sub-
duction, that is, the process by which anomalies are
transferred from the mixed layer to the main ther-
mocline. Physically, subducted density-compensated
T/S anomalies are created in the mixed layer as the
result of coupled air–sea interactions whose details will
ultimately decide of their amplitude, the theory for
which is based on Stommel’s Ekman layer “demon”
(e.g., Stommel 1979; Williams et al. 1995). In the past,
subduction has mainly been studied within the context
of the so-called ventilated thermocline theory (e.g.,
Luyten et al. 1983), and the emphasis put on the deter-
mination of the main trajectories followed by the
anomalies once in the thermocline, not on their ampli-
tude variations. In particular, the main quantity empha-
sized in subduction studies is potential vorticity, for the
latter is believed to be a materially conserved quantity,
and hence a marker of the main trajectories followed by
subducted parcels. In the present paper, on the other
hand, we assume the main trajectories to be known, in
order to focus on the amplitude variations of T/S
anomalies along them. Such an issue cannot be easily
addressed in most current theoretical frameworks,
which usually do not separate the contribution of tem-
perature and salinity on density.

After subduction in the ocean interior, density-
compensated T/S anomalies undergo amplitude
changes caused both by diabatic and adiabatic pro-
cesses. Among the diabatic processes bound to alter the
amplitude of density-compensated anomalies, one may
invoke turbulent mixing, instabilities, and the breaking
of internal waves, all of which have been and still are
the focus of numerous studies seeking to quantify their
effects, in order to help to the design of subgridscale
parameterization scheme in general circulation models
for instance. On the other hand, we are not aware of
any real understanding of how adiabatic effects can im-
pact on the amplitude of such anomalies, so the main
purpose of this paper is to provide the first step toward
such an understanding as predicted by the simplest lin-
ear theory, which allows us to identify and isolate one
particular effect related to the spatial variations of the
thermodynamic coefficients of seawater. The present
paper should therefore not be regarded as a complete
theory for the amplitude of actual density-compensated
T/S anomalies, both because it completely excludes im-
portant diabatic effects, as well as other potential adia-
batic effects involving the coupling with waves via non-
linear and/or linear interactions. In the latter case, how-

ever, a more sophisticated framework would be
needed, which is hence deferred to a future study. Most
likely, a full and complete study of the present issue
requires the use of sophisticated eddy-resolving general
circulation models; the present study should neverthe-
less be useful in providing some clues as to the way the
solutions should be analyzed.

To proceed, we start with the full equations of mo-
tion formulated in terms of salinity and entropy, which
are the natural conserved variables in absence of forc-
ing and dissipation. Such equations are linearized and
rewritten to obtain linearized prognostic equations for
density and salinity anomalies in section 2. Section 3
discusses the general solution of the equations previ-
ously derived and shows how the spiciness mode is to
be obtained at leading order. It also discusses the re-
spective temperature and salinity signatures of the
spiciness mode. The main result here is the prediction
that the temperature signature of the spiciness mode is
attenuated along mean streamlines when propagating
equatorward, in contrast to the salinity signature which
is conserved. Section 4 addresses the issues of robust-
ness and accuracy of the previous result by showing that
a different choice of prognostic variables, namely den-
sity and spiciness, yields significantly different leading-
order prediction. By computing the second-order ef-
fects of the density/salinity formulation, it is suggested
that the density/spiciness formulation is the one yield-
ing the most accurate leading-order prediction. The im-
plication is that the temperature anomalies should be
less attenuated than predicted by the density/salinity
theory, whereas salinity anomalies should be amplified
rather than strictly conserved. Section 5 offers a discus-
sion of the results and of their potential consequences
for climate.

2. Model formulation and basic notations

a. Equations of motion

We consider as our starting point the oceanic equa-
tions of motion formulated in terms of the three-
dimensional velocity field v � (u, �, w), the pressure p,
in situ density �, entropy �, salinity S, and geopotential
� � gz, namely,

Dv
Dt
	 2� 
 v 	

1
�
�p � �� � Fv, �1

D�

Dt
	 �� · v � 0, �2

D�

Dt
� F�, �3

DS

Dt
� Fs, and �4

� � ���, S, p �5
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(Salmon 1998), which express the conservation of mo-
mentum, mass, entropy, and salinity, respectively; here
� is the earth’s rotation vector, while Fv, F�, and FS

represent source and sink terms for the momentum,
entropy, and salinity, respectively. We focus thereafter
on the dynamics of anomalies, so that we write each
variable as the sum of its mean and fluctuating parts.
Retaining only the linear parts of the equations yields

L�v�, ��, p� � 0, �6

���

�t
	 v · ��� 	 v� · �� � 0, and �7

�S�

�t
	 v · �S� 	 v� · �S � 0, �8

where (6) is a formal way to write the linearization of
(1)–(2) whose specific form is unimportant for the study
of density-compensated anomalies (but which becomes
crucial to study wave dynamics), and hence left un-
specified. For simplicity, source terms for entropy and
salinity were also discarded.

b. Coupled salinity and density perturbations

The above coupled equations constitute a system of
coupled equations for seven variables (u, �, w, �, p, S,
�). This system can be simplified by using the equation
of state (5) to reduce this number to six by eliminating
entropy. To that end, the equation of state (5) is lin-
earized around mean variables, which yields

�� � �SS� 	 ���� 	 cs
� 2p�, �9

where �p � 1/c2
s is the inverse of the speed of sound

squared, while expressions for �S and �� are provided in
the appendix. To simplify notations, an overbar is omit-
ted for the thermodynamic coefficients that are esti-
mated for the mean values of �, S, and p. By multiply-
ing (7) by �� and adding the result to (8) multiplied by
�S, we obtain after some manipulation:

����
�t
	 v · ���� 	 v� · ��� � �S�SS� 	 �����, �10

where we have introduced the following notations:

��� � �� �
1

cs
2 p�, �11

��� � �� �
1

cs
2 �P, �12

�S �
��v · ��S � �Sv · ���

�S��

� v · � ln��S

��
�, �13

and

�� � v · � ln��
1. �14

An estimate of the coupling coefficient �S is provided
in the next paragraph. Regarding the term proportional
to ��, it is expected to alter the amplitude variations of
���. Such a term can be eliminated by rewriting (10) in
terms of the new variable ���/�� as follows:

�

�t ����
��
� 	 v · �����

��
� 	 ��

�1v� · ��� � �S

�SS�

��

, �15

the main advantage of this formulation being that its
right-hand side only involves coupling with salinity
anomalies. As far as we know, this equation does not
seem to have been derived before. The more classical
density equation

���

�t
	 v · ��� 	 u� · �h� � w�

�N2

g
� 0

employed in most theoretical studies about Rossby
waves is recovered under the following approximations:
1) neglect of the coupling term with salinity, 2) |p�/��| 	
c2

s , 3) ��hp�/��h�� 	 c2
s , and 4) neglect of the spatial

variations of ��, where N2 � �g/�(�z � pz/c2
s) is the

classical squared Brunt–Väisälä frequency. Regarding
the ratio ��/�S, the derivations presented in the appen-
dix show that

�s

��

� �
�1 � 
Cp

T

�S

�
, �16

where �S and � are the haline contraction and thermal
expansion coefficients, while Cp is the isobaric heat ca-
pacity, and � � ���T/�S, where � is the adiabatic lapse
rate, and � is the relative chemical potential (Feistel
and Hagen 1995). In general, �S/�� will be strictly nega-
tive in most of the oceans since � is negative only in
very confined areas of the world.

Note here that the density equation [(15)] is naturally
formulated, not in terms of ��, but rather in terms of the
variable ��� � �� � p�/c2

s . Of course, (15) could be made
into an equation for ��, but at the cost of additional
unwanted source terms in the right-hand side involving
pressure and salinity. Although it is �� and not ��� that
enters the dynamical equations [(6)], no complication is
introduced, however, because the density perturbation
enters (6) essentially through the hydrostatic approxi-
mation, which can be rewritten as follows:

�p�

�z
	 g�� �

�p�

�z
	

1
Hs

p� 	 g��� � 0, �17

where Hs � c2
s/g � O(225 km) is a scale height that is

usually much larger than typical ocean depths, where
we have used the values: cs � 1500 m s�1 and g � 10
m s�2. Accordingly, (17) makes it possible to formally
rewrite (6) as L(v�, p, ���) � 0, showing that ��� can be
used interchangeably with �� in the momentum equa-
tions.

1 Note that (12) is a convenient abuse of notation since the curl
of the right-hand side does not vanish in general.
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c. Estimation of the coupling coefficient

The unfamiliar coupling term with salinity in (15) is
usually neglected in the literature. As we show in this
paper, however, this coupling term, which fundamen-
tally arises from the spatial variations of the thermody-
namic coefficients of seawater, may be responsible for
significant amplitude variations of T/S anomalies over
distances large enough for the above coefficients to un-
dergo O(1) relative variations. The order of magnitude
of this coefficient can be estimated by computing the
ratio �S/�� from Levitus data (Boyer and Levitus 1997),
the result being depicted in Fig. 1, which displays the
ratio |��/�S| as a function of latitude and depth for two
particular longitudes located in the Pacific and Atlantic
Oceans. Overall, this ratio ranges from O(30 psu kg K
J�1) in the surface equatorial regions to O(100 psu kg K
J�1) at mid- and high latitudes within the thermocline.
This ratio may closely follow potential density surface,
while at other times it crosses them almost at right
angles. This is better illustrated in Fig. 2, where the
ratio is projected on various potential density surfaces
for several longitudes as a function of latitude. There is
little longitudinal variability in the Atlantic, but more in
the Northern Pacific. Based on these figures, a tentative
scaling for �S is

�S �
V

L

�����S

����S
.

Using V � 10�2 m s�1, L � 106 m, �(��/�S) � 4, and
��/�S � 40 yields �S � O(10�9s�1) � 1/(30 yr). This
scaling therefore suggests that the coupling with salinity
anomalies becomes potentially important for propagat-
ing motions with very long decadal time scales. As a

result, this effect is potentially important for the propa-
gation of long Rossby waves at high latitudes, as well as
for the density-compensated anomalies, which are the
focus of the present study. Coupling effects are further
discussed later in the text.

3. Temperature and salinity signatures of the
spiciness mode

a. Mathematical existence of density-compensated
anomalies

To understand the basic properties of density-
compensated anomalies, an essential first step is to un-
derstand how the existence of such anomalies can be
inferred from the mathematical properties of the gen-
eral equations of motion and to appreciate how these
differ from classical wave solutions. In this paper, we
find that the simplest linear theory for such waves re-
quires neglecting the coupling term with salinity in
(15), in which case the linearized equations of motion
reduce to

�
L�v�, p�, ������ � 0

�

�t����
��
� 	 v · �����

��
� 	 ��

�1v� · ���
� 0

, �18

S�t 	 v · �S� � �v� · �S, and �19

T� �
�S

�
S� 	

�

�
p� �

��

��
, �20

where we have formally expressed the momentum
equations in terms of ���/�� (as justified in section 2b)
and added a diagnostic equation for temperature from

FIG. 1. Latitude–depth sections of the ratio |��/�S | for the (left) Pacific and (right) Atlantic Oceans. Superimposed as thick
contours are isocontours (every 0.5 kg m�3) of constant � surfaces starting from � � 27 for the deepest one.
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the equation of state linearized around the mean tem-
perature, salinity, and pressure; �� � � ��T� 	 ��SS� 	
��p�, where �, �S, and � are the classical thermal ex-
pansion, haline contraction, and isothermal compress-
ibility coefficients.

For the present purposes, the crucial property of (18)
is that it is decoupled from the salinity equation (19),
which allows one to solve for v�, p�, and ��� indepen-
dently of the equation for salinity and, hence, to assume
v� to be independent of S�. Equation (19) is therefore a
simple forced linear equation, where the forcing term is
being played by the term involving v�, that is, the rhs of
(19). Its general solution is the sum of a particular so-
lution of the forced system plus the general solution of
the homogeneous part; that is,

S� � Swave 	 Sadv, �21

where Swave and Sadv are respectively solutions of

�Swave

�t
	 v · �Swave � �v� · �S and �22

�Sadv

�t
	 v · �Sadv � 0. �23

From (20), the corresponding general solution for tem-
perature anomalies is as follows:

T� � Twave 	 Tadv, �24

where

Tadv �
�s

�
Sadv and �25

Twave �
�s

�
Swave 	

�

�
p� �

��

��
. �26

These results make it clear that the system possesses
two distinct types of motion: (i) wave solutions that
possess a signature in the temperature, salinity, pres-
sure, and density fields; and (ii) density-compensated
solution (Tadv, Sadv), which is such that��Tadv	 �SSadv

� 0, with no density and pressure signature. We thus
identify (Tadv, Sadv) with the temperature and salinity
signatures of the so-called spiciness mode invoked by

FIG. 2. Illustration of the latitudinal variations of the ratio |��/�S | projected on various � surfaces (from left to right) for the (top)
Atlantic and the (bottom) Pacific Oceans. In the Atlantic, the four curves are associated with the longitudes 40°, 35°, 20°, and 10°W,
while in the Pacific, the two curves correspond to the longitudes 160°E (dotted line) and 135°W (solid line). Separate curves for the
Atlantic are not specifically identified owing to the little longitudinal variations exhibited.
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several authors in the recent literature (e.g., Schneider
2000).

To the extent that linear theory is able to account for
the observed features, it is important to realize that
both wave and density-compensated solutions must ex-
ist simultaneously in nature. The question is therefore
not whether the observed seemingly advected tempera-
ture and salinity anomalies should be interpreted in
terms of either active or passive dynamics, as one some-
times reads, but what is the relative importance of each
kind of motions in the observed T/S anomalies. Physi-
cally, the respective projection of T/S anomalies into a
wave part and density-compensated part is decided at
the time the temperature and salinity anomalies are
created, after which the active and passive components
of the temperature/salinity anomalies should split and
subsequently evolve along separate pathways. To de-
compose an arbitrary initial (T�, S�) anomaly into its
active and passive components, a natural basis is made
up of the vectors (�, �) and (�, ��), yielding

Tadv �
1
2 �T� 	

�S

�
S�� and Sadv �

1
2 �S� 	

�

�S
T��
�27

and

Twave�
1
2 �T��

�S

�
S�� and Swave�

1
2 �S��

�

�S
T��.

�28

One may check that (27) and (28) satisfy (24), (25),
(26), and (21).

SUMMARIZING REMARKS

The mathematical demonstration for the existence of
density-compensated anomalies relies on the following
assumptions.

1) Nonlinearity and coupling between salinity and den-
sity anomalies is small. Indeed, both the nonlinearity
and the coupling are by nature effects that would
introduce a small density signature of the density-
compensated anomalies.

2) Note that, strictly speaking, density compensation as
defined here only implies ��� ��p� � 0, which by
itself does not imply that both �� and p� should also
vanish. Thus, if we combine this result with the hy-
drostatic approximation, we obtain p� � pse

�z/He and
�� � �[ps/(gHe)]e�z/He, where He � 1/(g��). How-
ever, if one inserts these solutions into the equations
of motion, it can be established that the only con-
sistent solution is �� � p� � 0, which establishes,
therefore, that density-compensated solutions have
no pressure and density signatures at leading order.

b. Characteristics of the linear spiciness mode

Because they lack a density signature, spiciness
anomalies are often assumed to behave more or less

like a passive tracer. What this means physically is am-
biguous, however, because the present results show that
one needs to make separate statements for the tem-
perature and salinity signatures of the spiciness mode.
Indeed, (21) and (25) show that only salinity behaves
like a passive tracer, but temperature does not. Specifi-
cally, if x2 and x1 are two particular points along a mean
trajectory, then the consequences of (21) and (25) are
that

Sadv�x2 � Sadv�x1 and �29

Tadv�x2 �
��S���x2

��S���x1
Tadv�x1. �30

Equation (30) is interesting because it predicts that the
temperature signature of the spiciness mode can be am-
plified or attenuated along mean trajectories as the re-
sult of the spatial variations of �S/�. Figure 3 shows that
the surface values of the latter ratio, illustrated here for
the Atlantic and Pacific Oceans, can vary significantly
between the mid and high latitudes, where it reaches
values of up to 3.5 and higher, and the equatorial re-
gions where its minimum values O(2.3�2.6) are
reached. As a result, temperature anomalies originating
from the surface mid and high latitudes and aiming at
the surface equatorial regions can only decrease over
time on average, in the absence of other effects (i.e.,
diabatism, nonlinear effects, coupling with wave
modes). For instance, taking an anomaly created
around 40° (N or S), where �S/� � 3, yields an attenu-
ation factor of about 2.3/3 � 0.77 upon reaching the
equator. This is a significant factor, considering that
other effects such as diffusion are not considered here.

It is important to note here that a mean trajectory
cannot link the surface midlatitudes to the surface
equatorial regions without crossing various isopycnal
surfaces, or equivalently without possessing a signifi-
cant diapycnal component, most likely in the surface
mixed layer. This implicitly supposes nonconservative
effects not accounted for by the present theory. For this
reason, it is important to distinguish between changes
of �S/� taking place across isopycnals, for which the
present theory is incomplete, from changes occurring
purely along isopycnals. To that end, Fig. 4 shows the
function �S/� as a function of latitude and depth for two
particular longitudes, along with a number of isopycnal
surfaces. It shows that �S/� usually increases with depth
to reach a maximum of O(6�7) near 1000–1500 m, that
is, within the thermocline, to then decrease. On the
other hand, �S/� is often found to vary little over sig-
nificant portions of a given isopycnal surface with more
significant variations occurring over localized regions.
In general, however, variations of �S/� along isopycnal
surfaces are often much less important than those tak-
ing place across isopycnals. To make this more accu-
rate, we depicted in Fig. 5 the value of �S/� projected
on various potential density surfaces of interest as a
function of latitude for several longitudes. As an ex-
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ample of possible behavior along a given potential den-
sity surface, consider an anomaly at 40°S on the � � 26
density surface where �S/� � 3 and bring it to the equa-
tor where �S/� � 3.2. This time, the “attenuation” fac-
tor is only 3.2/3 � 1.067, which is, in fact, a slight am-
plification. If we start instead from 40°N where �S/� �
3.4, then the attenuation factor is this time 3.2/3.4 �
0.94, which is small. The examination of the other pan-
els show that, in general, amplification or attenuation
factors along isopycnals can only be small in the Atlan-
tic. Stronger attenuation factors appear to be possible
in the Pacific, however, for anomalies created in the

North Pacific. For instance, starting from 40°N where
�S/� � 4 on the � � 25 surface up to the equator where
�S/� � 2.9 yields an attenuation factor of 2.9/4 � 0.72,
which is this time quite significant.

In view of the above, it appears clearly that most of
what makes up the above-computed attenuation factor
of the ratio �S/� from the surface midlatitudes to the
equatorial surface actually comes from the diapycnal
variations of �S/� rather than from its isopycnal varia-
tions. For our computation to be meaningful, then, it is
necessary to assume that the diabatically induced am-
plitude variations of the ratio T�/S� can be somehow
computed separately from the adiabatic ones that are
the focus of this paper. It is too early to say whether this
is justified or not, as addressing this issue requires a
more sophisticated model, which is beyond the scope of
this preliminary study.

4. Robustness and accuracy issues
The prediction achieved in the previous section re-

lies, apart from the assumption of linearity, on the
choice of density and salinity as the prognostic variables
and on the neglect of the coupling between density and
salinity. As seen previously, the time scale of the cou-
pling was estimated to be O(10 yr), which scales as the
time scale required for the water masses considered to
travel over the large distances of interest here [e.g., see
Lazar et al. (2002) and Rothstein et al. (1998) for esti-
mates in the Atlantic and Pacific Oceans, respectively].
Therefore, such a coupling potentially introduces an
uncertainty about the previous prediction, which the
following paragraphs seek to clarify and quantify.

a. Comparison with density/spiciness formulation

Since the choice of the main prognostic variables is
not unique, it is of interest to test the robustness of the
previous prediction to a different choice than density
and salinity as prognostic variables. To that end, we
shall seek to replace the coupled density/salinity equa-
tions (15)–(8) by equivalent coupled equations for den-
sity � � �(S, �, p) and an arbitrary function of state �(S,
�, p), which encompasses the previous case for � � S.
To obtain the sought-for coupled equations for �� and
�� first requires linearizing � and � around their mean
values; namely,

�� �
1

cs
2 p� � ��� � ���� 	 �SS� and �31

�� � �pp� � ��� � ���� 	 �SS�. �32
By combining (7) and (8) with (31) and (32), the

following evolution equations for �� and �� are eventu-
ally obtained:

����
�t
	 v · ���� 	 v� · ��� �

1

cs
2 �p� � �1��� 	 �2���

�33
and

FIG. 3. Surface values of the ratio �S/� in the (top) Atlantic and
(bottom) Pacific Oceans.
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����
�t
	 v · ���� 	 v� · ��� � �p�p � �3��� 	 �4���, �34

where the coefficients �i, i � 1, . . . , 4 are given by the
expressions

�1 � ��Sv · ��� � ��v · ��S�J, �35

�2 � ���v · ��S � �Sv · ����J, �36

�3 � ��Sv · ��� � ��v · ��S�J, �37

�4 � ���v · ��S � �Sv · ����J, and �38

J � ���S � �S��. �39

Equations (33) and (34) and the expressions (35)–(38)
make it clear that a wide variety of coupled prognostic
equations is possible. Now, the magnitude of the cou-
pling terms, namely, the terms proportional to �2 and
�3 in (33) and (34), depends in general upon the par-
ticular choice of �(S, �, p). From a theoretical view-
point, the question of interest is whether there exists an
“optimal” way to define the function of state �, which
minimizes the coupling effects. If so, such a choice
would provide the greatest accuracy for the leading-
order approximations for Sadv and Tadv. Mathemati-
cally, however, we lack a clear way to define a suitable
optimization problem for � that would guarantee that
the desired result has been achieved. For this reason,
we resort to physical intuition to postulate that the op-
timal choice for � is probably a form of spiciness [e.g.,
see Flament (2002) for a recent review of the concept].
Indeed, spiciness is widely regarded as being more “or-
thogonal” to density than salinity, and hence likely to
be less coupled to density than salinity. In any case, the
choice of spiciness is justified if only by the present

context, which is to understand the dynamics of what is
referred to in the literature as the “spiciness mode.” To
proceed, we define � by

�S � ��S and �� � ����, �40

where � is an integrating factor required for the follow-
ing compatibility condition to be satisfied:

�

�S ��
��

��� 	 �

�� ��
��

�S� � 0. �41

The knowledge of � is unimportant for the present
study, and therefore the details of how to obtain the
latter are not given here. The study of Flament (2002)
entirely neglects it. By using (40), the expressions for
(35)–(38) become

�1 � v · � ln� |���S | , �42

�2 �
1
�

v · � ln���S

��
�� �S

2�
, �43

�3 � �v · � ln���S

��
�� ��S

2
, and �44

�4 � v · � ln��2|���S |. �45

To go further, we chose to remove the pseudodamping
terms (those proportional to �1 and �4) in (33) and
(34) by introducing the two following variables:

�̃�� �
���

�|�S�� |
and �̃�� �

���

��|�S�� |
�46

FIG. 4. As in Fig. 1 but for the ratio �S/�.
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so that, after some manipulation, (33)–(34) become

��̃��
�t
	 v · ��̃�� 	 �|�S�� |�1�2v� · ��� �

1

cs
2 �p� � �S

2
�̃��

�47

and

��̃��
�t
	 v · ��̃�� 	 ��

2|�S�� |�1�2v� · ��� � �p�p �
�S

2
�̃��.

�48

The main indication that the coupling between (47) and
(48) is less important than between (15) and (8) is that
the coupling coefficient is reduced by a factor of 2 in the
former in comparison with that in (15). Another inter-
esting property that might be relevant, although exactly
how is unclear, is the perfect symmetry of the coupling
terms. In any case, constructing a leading-order theory
similarly as before by neglecting the coupling terms in
(47) and (48) (i.e., the rhs), and proceeding similarly as
in section 3 yields the following general solution for ���
and �̃��:

�̃�� � �adv 	 �wave and ��� � ��|���S |��adv 	 �wave,

�49
where this time it is �adv which satisfies the “passive
tracer” equation:

��adv

�t
	 v · ��adv � 0. �50

Regarding the temperature and salinity signatures, they
are easily shown to be given by

S� �
��� 	 �����

2�1 � 
��S
and T� �

����� � �1 � 2
���
2�1 � 
��

	 �p�

�51
so that the corresponding signatures for the spiciness
mode are given by

Sadv �
�|���S |

2�1 � 
��S
�adv �

1
2����

�S
��adv �52

and

Tadv �
1
2

�S

�
����

�S
��adv �53

by using the result (1 � �)��S � �S from (A5).

FIG. 5. As in Fig. 2 but for the ratio �S/�.
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Now, (52)–(53) show that Tadv/Sadv � �S/� exactly as
when using density and salinity as prognostic variables;
however, the predictions for the respective evolution of
temperature and salinity anomalies along mean stream-
lines are somewhat different. Specifically, if we con-
sider two points x1 and x2 along the same mean stream-
line, the new prediction is that

Sadv�x2 �
�|����S |�x2

�|����S |�x1
Sadv�x1 and �54

Tadv�x2 �
��S���x2

��S���x1

�|����S |�x2

�|����S |�x1
Tadv�x1. �55

Equations (54) and (55) are the counterparts of (29)
and (30); they show that the previous prediction for the

attenuation factors are modified by the new term
�|�� /�S|. In this theory, salinity anomalies are no longer
conserved along the mean streamlines. To assess the
impact of this correction, we depicted the ratio Tadv(x2)/
Tadv(x1) predicted by the two theories in Fig. 6 (left
panels versus right panels) assuming that x1 is located
on the equatorial surface and x2 arbitrary for a given
longitude. This correction significantly reduces the at-
tenuation factors previously found and acts in making
density-compensated temperature anomalies more con-
served along streamlines. For instance, the ratio in the
new theory at 40°N is about 0.85, instead of 0.7–0.75
with the previous theory, at 135°W. The impact on den-
sity-compensated salinity anomalies is illustrated in Fig.
7, which depicts the ratio Sadv(x2)/Sadv(x1) for two se-
lected longitudes, assuming again that x1 is located on
the equatorial surface. An example of average surface

FIG. 6. Latitude–depth sections of the ratio Tadv(x2)/Tadv(x1) at (top) 135°W computed from the (left) leading-order
density/salinity theory and (right) density/spiciness theory, assuming that x1 is located at the equatorial surface. In other
words, x2 � (135°W, y, z) and x1 � (135°W, 0, 0). (bottom) Same as above panels but in the Atlantic Ocean along 20°W.
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amplification factor as defined previously is about 1.2–
1.25 at 40°N, 135°W in the Pacific Ocean and about 1.15
at 40°N, 35°W in the Atlantic Ocean. Such factors are
quite significant and should be measurable.

b. Is the density/spiciness formulation really more
accurate?

The prediction that T�/S� � �S/� along the mean
streamlines is simply the consequence of the anomalies
being density compensated and is independent of the
particular choice of prognostic variables. The latter is
not true, however, of the prediction for the respective
evolution of the temperature and salinity anomalies.
Nevertheless, regardless of the choice of prognostic
variables, it is possible to state that there must exist a
position-dependent function A such that between two
arbitrary points x1 and x2 along a given streamline one
must have

T��x2 �
��S ���x2A�x2

��S ���x1A�x1
T��x1 and

S��x2 �
A�x2

A�x1
S��x1. �56

As seen previously, the function A depends on the par-
ticular choice of prognostic variables, with A� 1 for the
density/salinity formulation, and A � |�S/��|1/2 for the

density/spiciness formulation. Obviously, each different
choice of prognostic variables will yield a different re-
sult for A. It is therefore important to determine which
particular choice of prognostic variables yields the most
accurate prediction for A?

To answer this nontrivial question, we formally esti-
mate the next order correction to A from the density/
salinity formulation, which is expected to improve upon
the leading-order theory and establish that the form
thus predicted for A is consistent, if only qualitatively,
with the leading-order prediction of the density/
spiciness formulation. We believe that this establishes
that the leading-order density/spiciness formulation is
more accurate than its density/salinity counterpart.

To proceed, we use a classical perturbation approach
in terms of the (assumed) small coupling parameter�S.
Specifically, we write �S under the form

�S � ��*S, �57

where �*S is of order unity and � is a dimensionless
measure of the smallness of�S. Let us also write Sadv�
�S0Qadv, where �S0 is a constant having the physical
dimension of salinity so that Qadv is dimensionless and
satisfies �tQadv 	 v · �Qadv � 0. The salinity, tempera-
ture, density, and pressure signatures of the spiciness
mode are sought as the following series expansions:

S� � Sadv � S0Qadv�x, y, z, t�1 	 �s0�x, y, z 	 O��2�, �58

T� � Tadv �
�S

�
Sadv �

�SS0

�
Qadv�x, y, z, t�1 	 �s0�x, y, z 	 O��2�, and �59

�v�, ��� ���, p� � �Qadv�x, y, z, t�v0�x, y, z, �0�x, y, z, p0�x, y, z� 	 O��2. �60

FIG. 7. Latitude–depth sections of the ratio Sadv(x2)/Sadv(x1) computed as in the previous figure by assuming x1 is located at the
equatorial surface, for a particular depth–latitude section in the (left) Pacific and (right) Atlantic.
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From (59), it is clear that the required expression for A
is as follows:

A�x, y, z � 1 	 �s0�x, y, z 	 �O��2�. �61

Note that at leading order the spiciness mode has no
density, pressure, and velocity signatures, but this is no
longer true at the order O(�).  !w, inserting (58) and
(60) into (6), (8), and (15) leads to the following (for-
mal) system for �0, p0, and v0:

L�v0, �0, p0 � 0, �62

v · ��0 	 ��
�1v0 · ��� �

�S�*S
��

S0, and �63

v · �s0 	 v0 · �S � 0. �64

Mathematically, the coupled system (62)–(64) is a time-
independent forced linear system, where the forcing
term is played by the rhs of (63). For the present pur-
poses, we do not need to solve for the general solution
of (62)–(64), which would be difficult anyway. Let us
simply point out that �s and hence the right-hand side
of (63) is a function of �S/��, which implies that formally
s0 � s0(�S/��; . . .), and hence A � A(�S/��, . . .) as well.
This dependence upon �S/�� is precisely that exhibited
by the function A predicted by the density/spiciness
theory. This suggests, therefore, that the leading-order
density/spiciness theory is able to capture some of the
higher-order corrections of the density/salinity theory,
which implies that it is therefore the most accurate of
the two leading-order theories. This result confirms
that the coupling of density and salinity anomalies is
not negligible on the gyre scale, but that it can perhaps
be neglected between density and spiciness anomalies.
Note that the next-order correction for the density/
spiciness formulation would also depend on �S/��, and
would simply confirm that A must depend on �S/�� re-
gardless of which order the respective theories are
pushed to.

5. Discussion and conclusions

In this paper, we developed a theoretical framework
to study the physical and thermodynamical processes
controlling the adiabatic amplitude variations of large-
scale propagating temperature and salinity anomalies in
a realistic ocean. Such anomalies are now widely as-
sumed to fall broadly into two main categories: waves
and instabilities possessing a density/pressure signature
and passively advected density-compensated anomalies
with no density/pressure signature (Schneider et al.
1999; Lazar et al. 2001). In this paper, we point out that
the existence of strictly compensated anomalies is only
possible under the approximation that the anomalies
obey linear and uncoupled thermodynamics equations.
In other words, actual “density compensated” anoma-
lies must be expected to possess a signature, if only
small, in the pressure and density fields. Such approxi-

mations are commonly made in the context of deriving
amplitude equations for waves in the context of WKB
theory, for instance, which establishes that amplitudes
variations of waves are primarily controlled by the di-
vergence of the group velocity. In this paper, the focus
is on understanding what controls the amplitude evo-
lution of density-compensated anomalies, for which
there is no general methodology available, by retaining
the assumption of linearity but not necessarily that of
uncoupled thermodynamics.

The need to study the amplitude variations of den-
sity-compensated temperature and salinity anomalies
may seem to be strange at first because their passive
character is often assumed to imply that such anomalies
are conserved along the mean streamlines. In this re-
spect, the “conservativeness” of passive advection is
often opposed to the “decaying” character of wave dis-
persion. However, as shown extensively in this paper,
the main issue with density-compensated T/S anomalies
is that they need to maintain the equality T�/S� � �S/�
along the mean streamlines to maintain density com-
pensation. As a result, the conservation of T� and S�
along mean streamlines depends largely on whether
�S/� is also conserved along the latter. Observational
evidence from available hydrological data, however,
demonstrates that �S/� may undergo significant spatial
variations both horizontally and vertically, but it impor-
tant to note that isopycnal variations of �S/� are often
found to be much less important than cross-isopycnal
variations (of the order of about 10% versus up to 30%,
respectively), except perhaps in the North Pacific
Ocean. Since diapycnal motions would necessarily be
associated with nonconservative effects not accounted
for by the present theory and thus able on their own to
create diabatic amplitude alterations of the anomalies,
it follows that the present calculations in that case only
makes sense if the two kind of effects, that is, diabatic
versus adiabatic, can be somehow studied separately.
Whether this is justified or not requires further work
that is beyond the scope of this paper.

While the result that T�/S� � �s/� along the mean
streamlines is easy to establish and physically quite in-
tuitive, a more difficult problem concerns the predic-
tion of the respective evolution of T� and S� along the
mean streamlines. From a theoretical viewpoint, this
can only be done approximately by constructing a series
expansion in terms of the assumed small coupling term
between the two prognostic thermodynamic variables.
The difficulty that arises stems from the fact that the
leading-order prediction depends on the particular
choice of prognostic variables considered. Thus, salinity
is predicted to be conserved along the mean streamlines
when using density and salinity but amplified when us-
ing density and spiciness, assuming equatorward propa-
gation from the midlatitudes. More generally, each par-
ticular choice of prognostic variables is expected to
yield a different leading-order prediction for the re-
spective evolution of T� and S� along the mean stream-
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lines. The question is therefore which particular choice
of prognostic variables provides the “optimal” (in the
sense of most accurate) leading-order prediction? One
important result of this paper is to provide evidence
pointing to the density/spiciness formulation. Indeed,
the leading-order prediction of the latter is found to be
consistent with that of the second order and hence
more accurate density/salinity formulation, in the sense
that both predict a dependence upon the ratio ��/�S. In
contrast, the leading-order density/salinity formulation
fails to capture this dependence, which suggests that it
is therefore the less accurate of the two formulations.

These results establish that the coupling between
density and salinity anomalies can become significant
over large distances, but potentially less so between
density and spiciness anomalies. Physically, the cou-
pling between the thermodynamic prognostic variables
arise from the spatial variations of the haline contrac-
tion and thermal expansion coefficients. In this paper,
we estimated its value to be O(10 yr). Note, however,
that it is not really the particular value of the coupling
term that is important to determine whether coupling
effects between density and salinity are important over
the distance considered, but the fact that the thermo-
dynamic coefficients of seawater vary significantly over
such a distance. The O(1) relative spatial variations of
� and �S in the oceans should also have an impact on
the amplitude variations of sea surface height anoma-
lies; so far, the variations of � and �S have not been
accounted for in the computation of surface wave am-
plitudes (e.g., Killworth and Blundell 2003b), which
may perhaps partly account for some of the discrepan-
cies with observations found in the latter study. Overall,
it may be said that the present results complicates se-
riously the task of deriving amplitude equations that
are valid over a whole ocean basin, and future studies
should aim at accounting for the effects discussed here.

Further work remains to be done to test the present
theoretical predictions. This is arguably not an easy
task owing to the paucity of relevant observations.
Even if we had sufficient observations, it would argu-
ably remain difficult in view that the present mecha-
nism is not necessarily easily distinguishable from other
adiabatic and diabatic mechanisms acting in the ocean
interior, like turbulent dissipation, and nonlinear and
linear transfer to wave motions. To make progress,
carefully designed numerical experiments, such as the
ones recently carried out by Schneider (2004), might be
useful. This would require some extension of the
present theory, since numerical GCM use potential
temperature as the conserved quantity, while also ac-
counting for diffusive effects and nonlinearities ne-
glected in this study. Such a study is planned to consti-
tute the second part of this study. In the meantime,
assuming that the present leading-order results of the
density/spiciness formulation have physical meaning,
they have an obvious value in the context of accounting

for the observed properties of density-compensated
temperature anomalies.

Despite the fact that it neglects many effects such as
turbulent diffusion and possible transfer to wave dy-
namics, our predictions that equatorward propagating
density-compensated temperature anomalies should be
attenuated are consistent, at least qualitatively, with the
properties of seemingly advected temperature anoma-
lies, both observed and numerically simulated in the
Pacific (e.g., Schneider et al. 1999), while the situation
is less clear in the Atlantic owing to the smaller dimen-
sions of this basin, which reduces the travel time of the
anomalies (Lazar et al. 2001). More definitive results,
however, must await further study using both a refined
theory and high-resolution numerical studies. On the
other hand, a potentially important result of this study
is that the salinity signature of density-compensated
anomalies should reach the equatorial regions rela-
tively unaltered since our theories predict that the latter
should either be conserved or amplified during their
equatorward journey. This raises the interesting possi-
bility that the thermocline bridge could act as an effec-
tive modulator of tropical variability, not through its
channeling of temperature anomalies as initially hy-
pothesized by Gu and Philander (1997), but through its
channeling of salinity anomalies that will slowly modu-
late the surface and subsurface salinity balances of the
equatorial regions. Empirical studies have found evi-
dence for subducted salinity anomalies originating from
midlatitudes reaching the equator (Lukas 2001), but
this does not appear to be the only source of salinity
variability in the equatorial region (Kessler 1999). The
climatic impact of such an effect would be indirect since
it would merely act on the stability properties of the
mixed layer with various consequences on the vertical
extent of heat anomalies, dynamical response to
changes in the forcing, and so on. This effect would be
potentially important in the regions marked by the ex-
istence of a barrier layer for instance, since it is in such
regions that the impact of salinity on local heat fluxes
and heat content is known to be the most important
[e.g., see Vialard and Delecluse (1998a,b) for a model-
ing study and references].
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APPENDIX

A Derivation of �� and �S

The purpose of this appendix is to relate the coeffi-
cients �� and �S, which enter the definition of the cou-
pling coefficient �S, to the classical haline contraction
�S, thermal expansion �, and isothermal compressibil-
ity � coefficients. To that end, first note that the state
function � � �(T, S, p), which links the entropy to the
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state variables temperature, salinity, and pressure, can
be obtained from the specific Gibbs thermodynamic
potential G � G(S, T, p) by � � �GT (Feistel and
Hagen 1995). [The interested reader may also wish to
read Fofonoff (1962), which is the reference on the
topic.] Linearizing entropy around mean values of T, S,
and p yields

�� � �TT� 	 �SS� 	 �pp�. �A1

An explicit expressions for the coefficients �T, �S, and
�p is obtained by taking the relevant partial derivatives
of the Gibbs thermodynamic potential as follows:

�T � �GTT �
Cp

T
, �S � �GST � �

��

�T
,

and

�p � �GTp � �
�

�
, �A2

where � is the chemical potential and Cp is the heat
capacity at constant pressure. From the relation �� �
���� 	 �SS� 	 c�2

s p� and (A1), one arrives at

�� � ���T

���

T� 	 ����S 	 �S

��S

S� 	 �1�cs
2 	 ���p

��

p�, �A3

where �, �S, and � are the traditional thermal expan-
sion, haline contraction, and isothermal compressibility
coefficients, respectively. By comparing (A3) and (A2),
it is possible to obtain an explicit expressions for the
following coefficients:

�� � �
�T�

Cp
� ��2�, �A4

�S � ��S �
�T�

Cp

��

�T
� �1 � 
��S, and �A5

�p �
1

cs
2 � �� � ��� � �1 �

��

� ���, �A6

where � � �T/(�Cp) is the adiabatic lapse rate, and � �
���T/�S, Q.E.D.
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